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Abstract

Explainability in artificial intelligence is crucial for restoring trust, particularly in
areas like face forgery detection, where viewers often struggle to distinguish be-
tween real and fabricated content. Vision and Large Language Models (VLLM)
bridge computer vision and natural language, offering numerous applications
driven by strong common-sense reasoning. Despite their success in various tasks,
the potential of vision and language remains underexplored in face forgery de-
tection, where they hold promise for enhancing explainability by leveraging the
intrinsic reasoning capabilities of language to analyse fine-grained manipulation
areas. For that reason, few works have recently started to frame the problem
of deepfake detection as a Visual Question Answering (VQA) task, neverthe-
less omitting the realistic and informative multi-label setting. With the rapid
advances in the field of VLLM, an exponential rise of investigations in that di-
rection is expected. As such, there is a need for a clear experimental methodol-
ogy that converts face forgery detection to a Visual Question Answering (VQA)
task to systematically and fairly evaluate different VLLM architectures. Previ-
ous evaluation studies in deepfake detection have mostly focused on the simpler
binary task, overlooking evaluation protocols for multi-label fine-grained detec-
tion and text-generative models. We propose a multi-staged approach that di-
verges from the traditional binary evaluation protocol and conducts a compre-
hensive evaluation study to compare the capabilities of several VLLMs in this
context. In the first stage, we assess the models’ performance on the binary task
and their sensitivity to given instructions using several prompts. In the second
stage, we delve deeper into fine-grained detection by identifying areas of ma-
nipulation in a multiple-choice VQA setting. In the third stage, we convert the
fine-grained detection to an open-ended question and compare several matching
strategies for the multi-label classification task. Finally, we qualitatively evaluate
the fine-grained responses of the VLLMs included in the benchmark. We apply
our benchmark to several popular models, providing a detailed comparison of
binary, multiple-choice, and open-ended VQA evaluation across seven datasets.
https://nickyfot.github.io/hitchhickersguide.github.io/

1 Introduction

Recent developments in deep generative modelling have resulted in hyper-realistic synthetic im-
ages/videos with no clear visible artefacts, making the viewers question whether they can still trust
their eyes. Unfortunately, despite its relevance in a wide range of applications, such technology
poses a threat to society as it can be used for malicious activities [16]. In a world where synthetic
images of a person, known as deepfakes, can easily be generated, it becomes crucial to fight misin-
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formation not only by identifying manipulated images/videos in an automated manner but also by
explaining the decision behind this classification to reinstate trust in Artificial Intelligence.

Numerous successful works on deepfake detection have been proposed in the literature to tackle
the risks of face forgery [37, 77, 52, 7, 81]. Existing methods primarily rely on deep binary clas-
sifiers, resulting in black-box models that predict whether an input is real or fake. Consequently,
explaining why those predictions are being made is not straightforward. To handle this issue, a
few interpretable deepfake detection methods have been introduced by examining attention maps or
weight activations [88, 72] to identify fine-grained areas of manipulation; however, these are based
on a post-hoc analysis and thereby do not intrinsically incorporate an explainable mechanism. On
the other hand, Vision Large Language Models (VLLMs) have emerged as a pioneering branch of
generative Artificial Intelligence (AI), showcasing advancements in common sense reasoning and
an inherent explainability that arises from the intrinsic nature of language [22]. They have demon-
strated impressive capabilities in tasks such as Visual Question Answering (VQA) [47] and the
generation of descriptive content for downstream applications [71], hence bridging the gap between
vision-language understanding and contextual reasoning. However, despite these achievements, the
explainable power of VLLMs remains under-explored in the field of deepfake detection, with only a
handful of works mostly exploring the vision and language capabilities for the binary classification
of fake/real images [26, 8, 31, 70] all of which are evaluated on different benchmarks and metrics. To
the best of our knowledge, Zhang et al. [87] is the only work employing a VQA approach in deep-
fake detection by proposing to extend the FF++ dataset with captions in natural language generated
by humans. However, this work targets only one manipulated region at once, while deepfakes can in-
corporate several stacked manipulations [63, 68]. Moreover, the provided augmented FF++ dataset
does not allow for cross-dataset evaluation in a VQA setting without an extensive annotation effort,
making it difficult to investigate the generalisation aspect. In addition, the fine-grained evaluation in
previous works is limited as the more challenging open-ended VQA task is not explored.

Explainable fine-grained detection –that is, identifying manipulation beyond the binary fake/real
decision– in natural language is still in its infancy. However, as VLLM works for deepfake detection
are expected to appear following the overwhelming success of foundation models in other tasks, two
research questions need to be addressed: 1) “To what extent can existing VLLMs detect deepfake
images and what rationale supports the decision?” and 2) “How do we fairly and comprehensively
evaluate VLLMs in the fine-grained task?”. In deepfake detection, benchmarks have mainly focused
on binary or multi-class decisions and discriminative networks [82, 87], making them unsuitable
to answer these research questions. Indeed, they do not propose a unified method to match the
generated responses to fine-grained multi-label categories. Similarly, existing benchmarks in Visual
Question Answering (VQA) [19, 10] primarily address multi-class tasks, which may not be suitable
for the multi-label nature of fine-grained deepfake detection as highlighted in [63].

In this work, our objective is to conduct a thorough quantitative and qualitative evaluation of VLLMs
for the task of fine-grained multi-label deepfake detection in a systematic and scientific approach,
employing a multi-stage protocol without costly human captioning efforts. In the first stage, we
assess the models’ performance on the binary task using various prompts while also evaluating the
model’s sensitivity to the provided instructions. In the second stage, we delve into multi-label fine-
grained detection, aiming to identify areas of manipulation within a multiple-choice Visual Question
Answering (VQA) framework, i.e. what areas from a given list are identified as manipulated. Subse-
quently, in the third stage, we extend our investigation by converting the fine-grained detection task
into an open-ended question –that is, identifying areas without instructing the model to select from
a list of categories. Here, as the task is a multi-label problem, we compare two matching strategies:
a) using the cosine similarity between the generated text and ground truth labels and b) counting the
occurrence of the class name in the generated text. Finally, we qualitatively evaluate the fine-grained
responses generated by the VLLMs included in our benchmark, providing nuanced and new insights
into their performance.

The main contributions of this work can be thus summarised as follows:

• We introduce a novel evaluation protocol for deepfake detection under the Visual Question
Answering (VQA) multi-label setting and without the use of human annotations. This is
different from [87] that is based on a succession of yes/no questions for fine-grained areas,
resulting in a binary classification setting and relies on a relatively small dataset which
cannot be extended without costly annotation efforts. In addition, our multi-stage protocol
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allows for open-ended VQA evaluation, which is a more challenging task. To the best of
our knowledge, this is the first work to do so in the field of deepfake detection, offering a
fresh perspective on explainability through fine-grained multi-label analysis.

• We present a systematic, unified evaluation study of current state-of-the-art (SOTA)
VLLMs, facilitating consistent assessment across different models. This framework is de-
signed to be extendable to any existing or future deepfake dataset, ensuring fair and compre-
hensive comparisons with future models, thus promoting transparency and reproducibility
in the evaluation process.

• Through extensive comparison and analysis of the tested models and an ensemble of mod-
els, our study yields new insights into the capabilities and limitations of VLLMs in the
context of deepfake detection. We will use these insights to advance research in the domain
and hope to inform future developments and optimisations in model design and evaluation
strategies.

2 Related Work

DeepFake generation encompasses various forms of facial manipulation, including face reenact-
ment [6, 1], face swapping [24, 45], and entirely generated face images [32, 69]. Deepfake detection
algorithms classify samples as real or fake [7, 81, 77, 37], relying on artefacts left by manipulation
methods, often analysed qualitatively for explainability [21, 91]. However, this qualitative analysis
happens on a secondary stage and primarily depends on human observers. While generative meth-
ods often use natural language instructions [54, 75, 58, 55, 78], explaining manipulations in natural
language –a natural extension of the generation process to detection– is still an emerging area.

With the rise of VLLMs, recent works [8, 31, 70, 30, 73] explore vision and language for face
forgery detection, primarily focusing on binary detection in a retrieval setting, with fewer [70, 52, 91]
examining fine-grained areas usually as a secondary task. The latter have relied on generated pseudo-
fake datasets to improve generalisation [70, 52, 91], which have a major drawback –that is, the use
of pseudo-fake datasets hampers fair comparisons and does not reflect the current state-of-the-art in
deepfake generation.

Several VLLMs foundation models [4, 15, 35, 44, 43], bridge the gap between vision and language.
These are typically trained on very large datasets with general knowledge. As the computational
and data resources needed to train VLLMs from scratch are very high, numerous works leverage the
pre-trained networks in three main directions: a) exploring the latent feature space [14, 57] of vision
and language, b) parameter efficient training in a downstream task [39, 74, 18] and c) evaluating
foundation models in new domains [65, 76].

Benchmarks for classification tasks [19, 38, 2] in a VQA setting typically address the multi-class
paradigm, which may not be appropriate for addressing explainability in DeepFake detection by
adopting a multi-label fine-grained strategy, as several areas can be manipulated at once. A few
preliminary works in DeepFake detection [3, 26, 87] benchmark ChatGPT41 and Gemini2; however,
these have primarily focused on the more straightforward binary task and did not explore the rea-
soning capabilities of VLLMs for fine-grained labels. Furthermore, both these works focused on
VLLMs that are not open-sourced with limited information regarding their training set and architec-
ture; thus, it is not possible to assess whether the benchmarks are, in fact, zero-shot or whether they
have been trained on deepfake-related image-language pairs. Zhang et al. [87] propose extending
FF++ annotations with captions in natural language using human annotators. However, this method
is limited to binary decisions, while a given deepfake image can undergo several manipulations.
Furthermore, it does not explore the open-ended VQA setting and does not offer a method for cross-
dataset evaluation without a costly annotation process. Within DeepFake detection, the vast majority
of benchmarking works [60, 65, 46, 82, 34] have focused on binary discriminative networks and are
therefore not fit to evaluate the capabilities of generative models such as VLLM, particularly for
fine-grained labels.

In a nutshell, the main novelty of this benchmark compared to previous works [19, 82, 38, 2, 60, 65,
46, 34] is threefold: 1) it converts the multi-label classification task of face forgery detection to a

1https://openai.com/gpt-4
2https://gemini.google.com

3

https://openai.com/gpt-4
https://gemini.google.com


Is this image manipulated? a) Yes b) No

a) Yes

In the image, the nose, eye, eyebrow, 

lip, and hair of the blonde woman are 

manipulated. The other areas, such as 

ear, chin, and neck, are not altered.

In the image, the area that is 

manipulated is the woman's face. The 

photo has been digitally altered to 

enhance her features, such as her 

eyes, lips, and cheekbones, making 

her look more attractive

Of the areas in the list Nose, Eyebrows, 

Eyes, Lip, Hair, which ones are

manipulated?

What areas are manipulated?

a)

b)

c)

Figure 1: Overview of the proposed benchmarking method, using multiple stages to evaluate the per-
formance of VLLMs in the context of deepfake detection. In the first stage (a), we assess the binary
classification performance of VLLMs. In the second stage (b), we perform a fine-grained classifica-
tion using multiple-choice instruction. In the third and final stage (c), we ask the model to identify
fine-grained areas in open-ended VQA. The image example 3is a sample from the SeqDeepFake
dataset [63], and responses are generated using Llava-1.5 [43]

VQA task so that VLLM’s common sense reasoning capabilities can be evaluated, 2) it systemati-
cally and consistently assesses VLLM capabilities on nine binary and three fine-grained benchmarks
and 3) is offering an open source and extendable framework for future zero-shot or task-specific
VLLMs, that ensures a fair comparison.

3 Common Sense Reasoning for Face Forgery Detection

Preliminaries: We formalise the language generation process of VLLM architectures, akin to stan-
dard VQA models, where the model is prompted with an image and a query to produce an auto-
regressive answer. Given an image Xv ∈ RH×W×C and a text prompt Xt ∈ RL×d as input, a
sentence ψ is generated represented as a sequence of word tokens. The generation can be repre-
sented by the function p(ψ|Xv,Xt) =

∏|ψ|
j=0 p(ψj |ψ<j ,Xv,Xt), where H × W × C represent

the image dimension, L is the number of tokens, d is the embedding dimension, ψ = (ψ)0≤j<|ψ|
is the generated sentence, and |.| the cardinality. In VQA tasks, the model response aims to match
human annotations. This task differs from typical classification problems due to the diverse seman-
tic nature of questions and answers in natural language. The evaluation protocol is outlined for the
binary case in Section 3.1 and for open-ended evaluation and multiple-choice of fine-grained labels
in Section 3.2. An overview of the proposed method is shown in Figure 1.

3.1 Binary Classification to VQA

In binary classification, the task is to predict whether the image sample is a product of face forgery.
We create a benchmark to assess VLLM capability in binary Deepfake detection by transforming
the discriminative task into a VQA problem. We consider only the positive category for each image
Xv to generate the relevant instruction; that is, we limit the prompt to identifying whether an image
is a Deepfake and not whether it is a genuine sample. The prompt used is in the form:

Xt = ‘‘Is this image [si] ? a) Yes b) No’’ (1)

where si ∈ S denotes a set of standard terms used to describe deep fakes in the English language.
The synonyms are employed to assess the reasoning capabilities of each tested model by investigat-
ing whether the understanding of the model is robust to the given instruction.

3Ground truth: Hair, Nose, Lip, Eye
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3.2 Fine-Grained Labels:

Fine-grained labels typically refer to manipulation areas. Predicting them necessitates the use of
multi-label classification, as multiple areas can be manipulated at once. Following the initial binary
prompt, a follow-up prompt to explain what areas of manipulation are identified is given to the
VLLM with the same image, as shown in Fig. 1. We propose using two versions of follow-up
prompts, one as an open-ended question and one as a multiple-choice. Specifically, the open-ended
follow-up prompt follows the template:

Xt = ‘‘What area of this image is [si] ?’’ (2)

For the multiple-choice instruction, we follow the template:

Xt = ‘‘Of the areas in the list [cls0, . . . , cls|C|], which ones are [si] ?’’ (3)

where clsi ∈ C is the class name of the i-th class from the set of target classes C.

3.3 Matching Strategies:

To evaluate the generated responses, we employ several matching methods depending on the task.
The stricter one uses an Exact Match (EM) approach, that estimates whether the generated sentence
ψ is exactly equal to the class name clsi:

p(ŷi) =

{
1 if ψ ≡ clsi
0 if ψ ̸= clsi

(4)

where ŷi is the prediction for the i-th class. In the given task, an answer is considered correct only if
the model output exactly matches the class names or ‘Yes’/‘No’ in the binary case. As the responses
tend to be longer for fine-grained classification and reflect reasoning in natural language for a multi-
label problem, a more appropriate matching strategy is to consider a response correct if the class
name is Contained in the response, as proposed by Xu et al. [76] – that is p(ŷi) = 1, if clsi ∈ ψ
and 0 otherwise. We extend this to include synonyms of class names, as several ways exist to
describe some areas (e.g. “Bangs” could also be described as “Hair”). Finally, we propose adapting
the text-to-text score (CLIP distance) proposed by Conti et al. [14] for the multi-label task. This is
done by using a sigmoid function over the cosine similarity matrix of the prediction embeddings and
class name embeddings (obtained with a CLIP [59] text encoder), using an empirical temperature t
of 0.5 so that p(ŷi) = σ(< ψ, clsi >

1
t ). The symbol < ., . > denotes the cosine similarity of the

text embeddings and σ(.) is the sigmoid function.

4 Experimental Set-Up

4.1 Tested VLLMs

We select four open-source state-of-the-art VLLMs to be included in this benchmark; specifically,
we include LlaVa-1.5 [43] (an improved version of the LlaVa architecture [44]), BLIP2 [35] and
finally InstructBlip [15] with Flan-T5 and Flan-T5-xxl language generators [13]. Finally, for the bi-
nary task, we include the CLIP [59] performance as a baseline and compare it against an ensemble of
BLIP2 [35] and LlaVa-1.5 [43] following the ensembling strategies for VQA tasks [5], and GPT4v
as an upper bound4. Experiments using GPT4v are performed on a subset of 5k samples selected
from each dataset, and thus, the results may be susceptible to some degree of bias from the sampling,
which needs to be considered when comparing the models. The selection of the VLLM is guided
by three factors. First, we select architectures with publicly available weights and training methods
to ensure transparency and fairness in the evaluation. Second, we include methods that generate
output in Natural Language rather than a set of features or classification predictions. Finally, we se-
lect methods that have achieved state-of-the-art performance on several zero-shot tasks. Additional
model details, such as the number of parameters and pre-training information of the tested models,
can be found in Appendix A.

4https://openai.com/index/gpt-4v-system-card/
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4.2 Datasets

We evaluate the performance of our method on seven published challenging benchmarks and one
pseudo-fake dataset; more specifically, seven datasets for binary detection and two for the fine-
grained task. All are evaluated at the frame level, as in previous image works [80, 52, 49].
FF++: [60] consists of over 20k images of DeepFake images from 1000 videos, using four types of
manipulation methods: Deepfakes, Face2Face, FaceSwap and NeuralTextures. The dataset is split
into train, validation, and test with an 80%, 10%, and 10% split, respectively. DFDC: [17] is com-
posed of 5k videos of real and manipulated faces split into 4,464 unique training clips and 780 unique
test clips. Celeb-DF: [41] includes 590 original videos collected from YouTube with subjects of
different ages, ethnic groups and genders, and 5639 corresponding manipulated videos. WildDeep-
Fake: [90] is a challenging dataset for in-the-wild detection, which consists of 7,314 face sequences
extracted from 707 videos that are collected completely from the internet. StyleGAN: Two sub-sets
consist of curated images generated with StyleGAN3 [29] and StyleGAN2 [28] along with original
ones for binary detection of facial images. SeqDeepFake: [63] dataset consists of 85k sequential
manipulated face images based on two representative facial manipulation techniques, facial compo-
nents manipulation [32] and facial attributes manipulation [27]. The labels include annotations of
manipulation sequences with diverse sequence lengths. R-splicer: Augmenting real data by gener-
ating pseudo-fake images is a common practice in deepfake detection [36, 49, 11, 66, 89, 40]. Such
methods simulate characteristic face-swap artefacts using simplistic operations on a predefined set
of regions. In this work, we use a spliced dataset of 59k images to evaluate fine-grained labels of
five regions –entire face, mouth, nose, eyes, eyebrows– as implemented by Mejri et al. [49].

4.3 Metrics

Accuracy and the Area Under the Receiver Operating Characteristics (ROC) Curve (AUC) are the
most common metrics used in DeepFake detection [82, 52, 65]. However, as the datasets in the
task are massively imbalanced, we also use the harmonic mean of Precision and Recall (F1-score)
for the binary task. Furthermore, we note that as AUC is a measure of the classifier’s performance
at different thresholds, it has very limited value in the VQA task where matching strategies result
in polarised decisions; however, we include it for reference. In the fine-grained task, we use mean
Average Precision (mAP), AUC and F1-score as indicators of classification performance.

5 Results

5.1 Binary Classification

Robustness to different prompts: We use seven synonyms for the positive class: “manipulated”,
“deepfake”, “synthetic”, “altered”, “fabricated”, “face forgery” and “falsified”. As the binary task is
simple and the instruction format is a ‘Yes’ or ‘No’ question, we use EM as a matching approach
in this evaluation. In Fig. 2, we see the performance of each tested model under the binary de-
tection setting on the two sub-sets of SeqDeepFake [63] and the R-splicer dataset using the three
best performing synonyms: “manipulated”, “synthetic” and “altered”. The first observation is that
no VLLM clearly outperforms others across all datasets and metrics. However, we see that BLIP-
2 [35] has the most robust performance to the given instruction, even though it is the smallest in
terms of parameters. Furthermore, the additional parameters of T5-xxl [13] do not seem to aid the
task compared to the base InstructBLIP [15] with T5 generator, as the base model performs com-
parably better across most benchmarks. We theorise that as the VLLMs have not been explicitly
trained on image-language pairs of manipulated images, a large number of parameters on the lan-
guage generation leads to more hallucinations [25, 79] for this simple but abstract task. Compared to
the CLIP [59], models appear to have competitive performance with the exception of InstructBLIP
with T5xxl LLM. When both base models, i.e. BLIP-2 [35] and LlaVa [43], have relatively good
performance, the ensemble shows marginal improvement, particularly in terms of Accuracy and F1;
however, this is not consistent therefore we do not continue the investigation to fine-grained labels.
The detailed performance of all models and synonyms across all datasets and additional analysis on
CLIP [59] features can be found in the Appendix.

Overall model performance: We average the performance of the three best-performing synonyms
on all nine benchmarks in Fig. 3. No model clearly outperforms others across all metrics and
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(a) SeqDeepFake [63] attributes (b) SeqDeepFake [63] components (c) R-splicer dataset

Accuracy

(d) SeqDeepFake [63] attributes (e) SeqDeepFake [63] components (f) R-splicer dataset

AUC

(g) SeqDeepFake [63] attributes (h) SeqDeepFake [63] components (i) R-splicer dataset

F1-score

Figure 2: Exact Match (EM) Performance of each VLLM in terms of Accuracy (top), AUC (mid)
and F1-score (bottom) for the top 3 synonyms “manipulated”, “synthetic” and “altered”

(a) Accuracy (b) AUC (c) F1-score

Figure 3: Exact Match (EM) Performance of each VLLM on all nine benchmarks

datasets; however, we can observe competitive performance from BLIP-2 [35] on the binary task,
even though it is the smallest model in terms of parameters. We also see that all models struggle
with the more challenging in-the-wild datasets, such as CelebDF [41], which highlights the need for
further development to achieve adequate generalisation. Performance of GPT4v should be treated as
an upper bound as we cannot assess whether the model has been trained on samples of the selected
datasets. We see that GPT4v vastly outperforms the selected VLLMs on three benchmarks and has
comparable performance on the rest, with the exception of FF++.

Vision Encoder Finetuning: We finetune contrastively the vision encoder of LlaVa on FF++ using a
sigmoid loss [83] over an ensemble of prompts for the real/fake categories, and evaluate as described
in the previous section. Training details for the vision encoder can be found in Appendix C. The
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architecture with the fine-tuned vision encoder shows improved within dataset and cross-dataset
performance as shown in Tab. 1. Even without detailed captions or updating the LLM weights, we
see there are still gains from a task specific vision encoder, particularly in terms of F1-score with an
average improvement of nearly 4% within dataset and nearly 2% cross-dataset (for SeqDeepFake,
CelebDF and StyleGAN2).

Table 1: Binary performance of LlaVa-1.5 [43] with a fine-tuned Vision Encoder against the zero-
shot baseline.

LlaVa Baseline LlaVa w. fine-tuned Vision Encoder
Acc. F1 Acc. F1

FF++ 64.54 73.10 64.57 (+0.03%) 76.83 (+3.73%)

SeqDeepfake Attr. 58.92 66.15 61.22 (+2.30%) 68.03 (+1.88%)
SeqDeepfake Comp. 84.62 90.57 84.24 (-0.37%) 90.20 (-0.38%)
R-Splicer 87.11 92.50 87.31 (+0.20%) 92.62 (+0.12%)
DFDC 54.02 58.24 53.86 (-0.16%) 58.65 (+0.41%)
CelebDF 35.67 41.81 37.60 (+1.93%) 43.53 (+1.72%)
DFW 53.35 61.56 53.45 (+0.10%) 61.90 (+0.34%)
StyleGAN2 33.67 38.62 35.20 (+1.53%) 39.72 (+1.10%)
StyleGAN3 39.80 45.66 39.30 (-0.50%) 45.74 (+0.08%)

Metrics: In terms of the selected metrics, following the initial intuition, there is limited information
we can get from the standard Accuracy and AUC used in the binary task. Both are heavily skewed
by the label distribution, which is typically imbalanced in deepfake datasets; however, the latter
may also not be fit for VLLMs as AUC measures performance at different thresholds, which are not
present with EM and contains matching strategies. As such, we argue that for the task at hand, the
F1-score –and consequently robust to imbalance metrics– are more appropriate.

5.2 Finegrained Evaluation

For the fine-grained task, we evaluate the performance of the selected models in the open and closed
vocabulary settings. The fine-grained labels are evaluated on samples where the ground truth is
positive – i.e., on DeepFake samples.

Open-Ended VQA: We first evaluate the selected VLLMs under the open vocabulary VQA setting
on the three fine-grained datasets. The results using contains and CLIP distance matching are re-
ported in Tab. 2a and Tab. 2b respectively. An EM strategy is not possible in multi-label tasks, so no
such evaluation is performed. No model clearly outperforms others across all metrics and datasets.
In fact, we can observe that, in most cases, they have comparable performance. This holds true for
both contains and CLIP distance metrics. In terms of matching strategy, using the CLIP distance
consistently and greatly improves recall, as is evident by the improvement in the F1-score and ex-
plicitly shown in Appendix H. This matching approach slightly lowers the mAP and AUC scores
compared to the contains metrics; however, using the cosine distance to match the open-ended re-
sponses to the class categories semantically may offer a more reliable output for the class of interest,
as seen by the F1-score.

Multiple choice VQA: The performance of the VLLMs on the multiple-choice instruction is shown
in Fig. 4. Even though the open-ended setting is theoretically more challenging, the performances
of all tested models are comparable to each other and worse on the multiple-choice instruction for
both mAP and AUC. Regarding the F1-score, however, LlaVa [43] consistently performs better than
other models. Under the multiple-choice setting, we observe that the models tend to mention all
label names, which raises the number of False Positives –a significant limitation of the multiple
choice setting– or respond with “All of them” or “None of them”, which makes matching of any sort
more challenging and is reflected even more in the lower F1 score. Appendix G includes detailed
metrics for each category.
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Table 2: Model performance on open-ended fine-grained detection using a) contains and b CLIP
matching

BLIP-2 InstructBLIP InstructBLIP-xxl LlaVa-1.5
mAP AUC F1 mAP AUC F1 mAP AUC F1 mAP AUC F1

SeqDeepFake [63]
attributes

61.8 51.0 20.4 61.3 50.4 18.3 63.1 53.6 37.5 61.7 51.1 40.0

SeqDeepFake [63]
components

59.5 50.5 14.7 59.2 50.0 4.1 60.2 51.8 26.2 59.0 49.6 17.1

R-Splicer 55.8 55.6 31.3 52.3 53.2 23.5 53.8 54.0 31.1 58.7 57.5 41.6

(a) Assessment of model performance during open-ended evaluation with contains distance matching.

BLIP-2 InstructBLIP InstructBLIP-xxl LlaVa-1.5
mAP AUC F1 mAP AUC F1 mAP AUC F1 mAP AUC F1

SeqDeepFake [63]
attributes

63.0 53.6 73.5 59.9 50.9 74.0 60.4 50.7 55.5 61.0 51.3 74.1

SeqDeepFake [63]
components

58.8 52.7 71.0 55.5 49.0 71.7 59.9 55.7 59.8 56.1 49.6 71.7

R-Splicer 54.3 55.3 66.2 48.5 49.3 66.5 54.0 53.1 60.3 56.7 57.4 66.5

(b) Assessment of model performance during open-ended evaluation with CLIP distance matching.

(a) mAP (b) AUC (c) F1

Figure 4: Assessment of model performance in multiple-choice settings, in terms of a) mAP, b) AUC
and c) F1 during multiple-choice evaluation with contains matching.

5.3 Qualitative Evaluation

As the BertScore [86] is shown to correlate with human evaluation, we first present the Bert-
score precision, recall, and F1 scores achieved by each model for the fine-grained open-ended
responses compared with ground truth references that have been formatted using the prompt:
“The areas that are [si] are [clsi]”. The results of this evaluation, along with the score of
human annotators [19, 10] on a subset of the R-Splicer dataset, are shown in Tab. 3. As in pre-
vious sections, no model clearly outperforms others across all benchmarks; however, we see that
Llava-1.5 [43] has the most competitive performance for most benchmarks, closely followed by
InstructBLIP [15]. This is consistent with qualitative evaluations on VQA tasks [19, 44].

Overall performance: In the simpler binary setting, BLIP-2 is more robust to instruction than
other models with more parameters; however, when it comes to fine-grained evaluation, larger mod-
els show an advantage in reasoning and identifying areas of manipulation in the open-ended and
multiple-choice settings. It is, however, worth noting that no model clearly outperforms others
across all metrics and datasets. All of the results presented are based on zero-shot evaluations, where
models are tested without being specifically trained for deepfake detection. Despite this, the models
are able to leverage a semantic mapping between language and visual input from their very vast
pre-training, giving them an inherent concept of "real" versus "fake." This capability suggests that
these models possess some degree of understanding when it comes to identifying deepfakes. How-
ever, this general understanding falls far behind that of task-specific models. When we fine-tune the
vision encoder, there is a notable improvement in performance. The vision-language models can
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Table 3: Open-ended qualitative evaluation with human annotators in Tab. a and BertScore [86] in
Tab. b- d

Model Human Eval. Score

BLIP-2 0.35
InstructBLIP 0.36
InstructBLIP-xxl 0.33
LlaVa-1.5 0.38

(a) Average score of Human Evaluation (R-splicer)

Model Precision Recall F1

BLIP-2 79.77 78.75 79.24
InstructBLIP 86.53 83.22 84.81
InstructBLIP-xxl 80.73 81.78 81.25
LlaVa-1.5 84.86 85.31 85.08

(b) SeqDeepFake [63] attributes

Model Precision Recall F1

BLIP-2 79.87 79.72 79.61
InstructBLIP 81.12 83.89 86.90
InstructBLIP-xxl 82.57 81.77 81.01
LlaVa-1.5 87.40 86.37 85.39

(c) SeqDeepFake [63] components

Model Precision Recall F1

BLIP-2 79.55 79.76 80.04
InstructBLIP 83.47 85.34 87.39
InstructBLIP-xxl 82.53 81.87 81.23
LlaVa-1.5 85.94 86.33 86.74

(d) R-splice

better capture details and nuances in the input data, which enhances their deepfake detection capa-
bilities. Nevertheless, due to the scarcity of high-quality captions and large-scale vision-language
datasets tailored to deepfake detection, the improvements remain limited and only in the binary task.
Overall, addressing these limitationsby creating specialised datasets and foundation modelscould
lead to substantial advancements in this area.

Limitations and Future Work: As the models in this work are all evaluated under zero-shot set-
tings, their performance is below that of purpose-build networks seen in previous works [82], par-
ticularly for more challenging in-the-wild datasets. This further highlights the need for task specific
models and more fine-grained deepfake datasets, which is a key finding of the experiments con-
ducted in this work. A significant limitation is the lack of detailed language descriptions in datasets,
making qualitative evaluation harder. Additionally, current datasets lack fine-grained labels, restrict-
ing assessments of manipulations to pseudo-fakes and SeqDeepFake [63]. Furthermore, as both the
pertaining and evaluation datasets are not unbiased, the performance of all VLLMs is susceptible
to the bias of the datasets, which is not addressed in this or previous benchmarks [82]. Identifying
these shortcomings is important for future works on the task, particularly as VLLMs gain traction.

6 Conclusion

In conclusion, our proposed benchmark has several contributions; first and foremost, we propose a
method to transform deepfake detection into a VQA problem beyond binary classification to lever-
age common sense reasoning as an inherent explainability mechanism. We show how this can be
achieved in both a multiple-choice and open-ended VQA –with the latter being the most important
use-case for new and unknown face forgery methods. This approach is used to evaluate a multi-label
problem that is not typical of classic VQA. By doing so, we can systematically and consistently eval-
uate the common sense reasoning capabilities of current and future VLLMs in fine-grained deepfake
detection.

Our selection of metrics and matching strategies allows for a fair evaluation of the proposed task.
In particular, we include metrics that are robust to imbalance in both the binary and multi-label
fine-grained tasks. Even though VLLMs in a zero-shot evaluation do not outperform purpose-built
methods, the generated responses include reasoning, therefore holding promise for significant con-
tributions in explainable deepfake detection, confirming the initial motivation behind examining the
use of such models for the task and understanding the current capabilities. Moreover, as this bench-
mark can be extended in terms of models and datasets, it allows for a systematic and fair comparison
of new language generation methods for explainable deepfake detection.

Ethics statement: The authors of this paper acknowledge the crucial role of ethical considerations
in AI research and development. Our dedication lies in upholding principles of fairness and im-
partiality. Recognising the societal implications of generative technology (including VLLMs), we
commit to transparency by openly communicating our findings and advancements with the research
community.
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Appendix

A Model Zoo

LlaVa-1.5 [43] is an extension of the LlaVa [44] model. We use the variant with CLIP-ViT-L-14
as a vision encoder and Vicuna-7b [12] language model. BLIP-2 [35] uses a QFormer architecture
to bridge frozen language and vision encoders. We use the variant with CLIP-ViT-L-14 as a vision
encoder and the 2.7b OPT [85] language model. InstructBLIP [15] is a family of VLLMs that
exploits the basic BLIP-2 [35] architecture and advances the task by giving the instruction to both
the QFormer and the LLM. We use two variants of the architecture, with two different LLMs from
the T5 family [13]; in the base architecture, we use the CLIP-ViT-L-14 as a vision encoder and
the T5-xl LLM. InstructBLIPxxl uses the same vision encoder and the T5-xxl language model. A
comparison of all architectures in terms of parameters and pre-training datasets can be seen in Tab. 4.
It is worth noting, that none of the pre-training datasets are related to deepfakes, making the task
more challenging. For the ensemble, we chose BLIP-2 [35] and LlaVa-15 [43] , based of two main
factors: a) they show the most competitive performance on most datasets as seen in Fig. 3 and
b) they have the least overlap in terms of pre-training data thus we intuitively expect them having
complementary information. The ensembling method adopted in this work is using score fusion
with majority voting; in the occasions where the models disagree, the mean is taken. GPT4v is used
for comparison in the binary tasks, however as the training details of this model are unknown, it
should only be treated as an upper bound.

Architecture FLOPS # Params Pre-training Data

BLIP-2 [35] 0.38T 3.74B COCO [42], Visual Genome [33], CC3M [64], CC12M [9],
SBU [56], and 115M images from the LAION400M [61]

InstructBLIP [15] 0.33T 4.02B COCO [42], WebCapFilt [35], TextCaps [67], VQAv2 [20],
OK-VQA [48], AOK-VQA [62], OCR-VQA [51], LLaVA-
Instruct-150K [44]

InstructBLIP-xxl [15] 0.53T 12.31B COCO [42], WebCapFilt [35], TextCaps [67], VQAv2 [20],
OK-VQA [48], AOK-VQA [62], OCR-VQA [51], LLaVA-
Instruct-150K [44]

LlaVa-1.5 [43] 4.14T 7.06B LLaVA-Instruct-150K [44], VQAv2 [20], OK-VQA [48],
OCR-VQA [51]

Table 4: Comparisons of model FLOPS, number of parameters and pre-training datasets for selected
VLLMs

Implementation Details. All experiments were conducted using four NVIDIA A100 GPUs, with
40GB of memory. We use the PyTorch deep learning framework for all model evaluation tasks and
weights published on HuggingFace5.

B Binary Classification Prompts

The term deepfake is a colloquial term for a wide range of manipulations using generative models,
from altering one small area all the way to fully generated images and videos. As such, the class
name itself has several synonyms that can describe it. To assess the model’s robustness to instruction,
we first prompt an LLM –specifically ChatGPT3.5 to give us synonyms for a deepfake. This is done
as an automation step to incorporate the general consensus into the method without the author’s bias,
following previous works [50]. The following synonyms are tested for the positive class: “manipu-
lated”, “deepfake”, “synthetic”, “altered”, “fabricated”, “face forgery” and “falsified”. We show the
detailed performance of all models on all synonyms in Tab. 6. To provide context, we also provide
the cross-dataset performance of several discriminative SOTA works in Tab. 5. The models show
the most consistent performance on synonyms “manipulated”, “synthetic” and “altered”; therefore,
we do all subsequent analyses on these prompts.

5https://huggingface.co/
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Table 5: Reported cross-dataset performance of purpose-built discriminative SoTA models.
CelebDF [41] DFW [90] DFDC [17]
AUC mAP AUC mAP AUC mAP

UCF [81] 82.40 - - - 80.50 -
X-Ray [37] 79.50 - - - 65.50 -
Xception [60] 61.18 66.93 65.29 55.37 69.90 91.98
REECE [7] 70.93 70.35 68.16 54.41 - -
CORE [53] 74.28 - - - 73.41 -
LAA-Net [52] 86.28 91.93 57.13 56.89 69.69 93.67

C Vision Encoder Fine-tuning

We fine-tune the CLIP-L/14-336 Vision encoder using LoRA [23] adaptors. Specifically, we add 32
adaptors to the queries, keys, values and out projection of the attention heads, with an alpha of 32,
a dropout rate of 0.2 and 4bit quantization. As the available datasets lack sample level descriptions,
we use the text embeddings of the synonyms for the positive category and the embeddings of “real”,
“original”, “unaltered”, “authentic”, “legitimate”, “genuine”, “bona fide” for the negative. We apply
a Sigmoid loss over the cosine similarity [83] of all relevant text embeddings in the batch and train
the vision encoder for 50 epochs. The updated weights are then used in the LlaVa-1.5 architecture.

D CLIP Embeddings

As most models use CLIP [59] variants as backbone vision encoders, we assess the separability of
samples in real and manipulated images in each dataset by visualising them in a two-dimensional
plane using t-SNE. The resulting visualisations can be seen in Fig. 5. The samples appear more sep-
arable in some datasets. Interestingly, the StyleGAN datasets, where the images are fully generated,
seem to have more distinguishable latent representations from real images. The separability is not
necessarily reflected in the language generation as seen in Sec. 5.1; to further examine the root cause
of this, we first calculate the average image embedding of each class so as to create a class prototype
and retrieve the top-10 nearest language token embeddings, seen in Tab. 8. The first observation that
can be made is that none of the tokens seems related to the task at hand, which would potentially
inform prompt selection, so without the reasoning capabilities of the LLM, the token retrieval on its
own is not very informative. Secondly, we see that a number of tokens are repeated across datasets
and for both classes, which can be attributed to the much smaller sub-space of the deepfake task
compared to the CLIP latent space; so, while the image embeddings are somewhat separable for sev-
eral datasets retrieving the nearest language tokens shows that the subspace is not very much related
to face forgery. From these two observations, we can better understand the zero-shot performance of
the tested foundation models. Finally, we show the performance of CLIP on the binary classification
task in Tab. 7. We use an ensemble of prompts using the Imagenet prompt templates [59]; for the
positive class, we average the embeddings of the prompts for synonyms “manipulated”, “synthetic”
and “altered”; for the negative, we use “real”, “original” and “unaltered”. Contrary to previous VQA
works [14, 19] that use CLIP retrieval as an upper bound, we see this is not the case in the task. This
can be attributed to the more abstract definition of the class in the deepfake detection task, as well
as the pre-training dataset, which is more object-oriented.

E Human Evaluation

The human evaluation is based upon previous studies in VQA evaluation [19, 10]. The humans
are asked to rate model predictions on a scale from 1 to 5, where 1 is completely wrong and 5 is
completely correct.

Evaluation dataset: We use a subset of the pseudo-fake R-Splicer dataset for the human evaluation
study, as it has artefacts visible to the human eye and is thus easier for the annotators to assess the
response quality.
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Table 6: Binary Performance of tested models
Seq. Deepfake Attr. Seq. Deepfake Comp. R-Splicer FF++ DFDC CelebDF DFW StyleGAN2 StyleGAN3

Synonym Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1

manipulated 95.36 50.49 97.62 94.44 50.46 97.14 95.32 50.59 97.60 65.42 49.76 79.00 49.47 49.95 66.13 52.20 49.87 68.34 50.40 49.99 66.93 52.60 50.25 68.69 50.00 49.29 66.33
altered 96.06 50.25 97.99 94.62 49.93 97.23 95.85 50.22 97.88 65.76 50.01 79.24 49.50 49.98 66.21 51.60 49.31 67.73 50.37 49.96 66.94 53.20 50.84 69.13 51.49 50.76 67.66
synthetic 95.48 51.75 97.68 93.95 52.09 96.87 90.45 54.42 94.95 65.27 51.63 78.15 49.46 49.93 65.95 40.80 39.20 56.21 50.51 50.17 65.05 54.60 52.37 69.53 53.73 53.05 68.37

deepfake 93.92 51.54 96.86 93.15 54.50 96.43 89.47 54.91 94.40 64.66 52.19 77.28 49.35 49.82 65.81 39.40 37.79 55.24 50.48 50.16 64.18 53.80 51.53 69.16 50.75 50.07 66.33
fabricated 95.00 51.80 97.43 94.02 50.56 96.92 91.70 52.53 95.65 64.79 50.58 78.04 49.41 49.89 66.03 46.60 44.64 62.66 50.85 50.49 65.80 53.80 51.51 69.24 51.49 50.80 67.01
face forgery 96.11 49.98 98.01 94.72 51.87 97.28 94.18 51.18 97.00 65.03 50.42 78.36 49.44 49.92 66.01 53.00 50.69 68.79 49.67 49.27 66.19 53.60 51.26 69.31 51.49 50.76 67.66
falsified 95.58 52.10 97.73 93.29 51.74 96.52 92.03 53.25 95.83 65.42 51.46 78.38 49.40 49.88 65.94 42.80 41.07 58.55 52.92 52.56 67.06 53.80 51.57 68.99 52.99 52.30 68.02

(a) BLIP-2 [35] performance on the nine benchmark datasets.

Seq. Deepfake Attr. Seq. Deepfake Comp. R-Splicer FF++ DFDC CelebDF DFW StyleGAN2 StyleGAN3
Synonym Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1

manipulated 43.85 57.87 59.50 84.34 69.39 91.25 80.95 76.04 89.17 53.87 60.01 54.01 55.11 54.90 41.78 19.40 19.95 9.84 58.73 58.68 61.10 17.40 18.05 5.49 26.12 26.25 19.51
altered 45.10 55.92 60.86 82.10 65.58 89.91 81.31 76.41 89.40 54.32 61.01 53.83 55.51 55.29 42.39 19.40 19.94 10.24 58.37 58.32 61.23 17.80 18.41 6.80 27.61 27.70 23.62
synthetic 74.33 61.96 84.97 88.39 70.21 93.67 88.14 62.50 93.61 59.24 54.51 69.17 53.49 53.79 64.10 44.20 42.93 56.61 51.54 51.23 64.65 29.60 28.99 38.25 38.06 37.86 45.75

deepfake 20.19 58.62 29.42 62.94 75.23 75.93 66.76 78.77 79.26 49.04 60.62 39.09 53.54 53.17 24.19 26.80 28.13 0.54 59.07 59.30 43.77 26.80 28.13 0.54 28.36 28.74 4.00
fabricated 74.23 58.01 84.96 96.08 63.74 97.97 91.92 57.64 95.76 62.85 50.97 75.76 52.18 52.42 61.59 55.80 53.82 69.26 51.35 51.03 65.02 28.60 27.87 38.77 32.84 32.53 44.44
face forgery 19.90 58.47 28.99 54.55 74.75 68.60 71.10 82.75 82.42 51.26 62.73 42.42 54.76 54.42 30.14 26.80 28.13 0.54 56.81 57.03 41.85 27.00 28.32 1.08 32.84 33.29 4.26
falsified 19.62 58.33 28.55 57.76 75.13 71.51 64.94 81.28 77.80 49.44 61.70 38.24 54.15 53.80 27.19 26.00 27.29 0.54 55.86 56.14 34.03 26.00 27.29 0.54 29.10 29.52 2.06

(b) InstructBLIP [15] performance on the nine benchmark datasets.

Seq. Deepfake Attr. Seq. Deepfake Comp. R-Splicer FF++ DFDC CelebDF DFW StyleGAN2 StyleGAN3
Synonym Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1

manipulated 16.44 56.68 23.57 58.88 77.04 72.42 58.49 76.85 72.63 48.53 60.88 36.70 53.88 53.54 28.75 24.80 26.05 0.00 54.09 54.37 32.36 24.80 26.05 0.00 25.37 25.74 1.96
altered 17.21 57.08 24.80 60.98 78.14 74.19 60.99 77.24 74.72 49.04 61.25 37.78 53.99 53.66 29.59 23.40 24.52 1.54 54.90 55.15 36.37 23.20 24.33 1.03 38.81 39.39 0.00
synthetic 17.40 57.18 25.11 56.64 77.17 70.42 59.76 75.42 73.74 49.74 61.62 39.46 53.79 53.44 27.57 24.00 25.21 0.00 56.85 57.06 43.52 24.20 25.40 0.52 28.36 28.74 4.00

deepfake 7.98 52.29 8.77 13.43 54.42 16.24 41.08 69.28 56.04 42.22 56.31 22.40 52.28 51.85 14.48 35.00 36.76 0.00 51.36 51.73 13.75 35.00 36.76 0.00 38.81 39.39 0.00
fabricated 21.06 59.07 30.72 64.34 79.91 76.92 64.97 77.75 77.90 51.71 62.81 43.75 54.40 54.08 31.55 23.80 24.96 1.04 56.00 56.13 48.37 23.60 24.77 0.52 25.37 25.74 1.96
face forgery 9.42 53.04 11.47 30.63 63.48 42.46 41.83 69.76 56.84 42.83 56.74 23.90 52.24 51.82 16.20 34.20 35.92 0.00 51.66 52.02 15.64 34.20 35.92 0.00 26.87 27.25 2.00
falsified 16.73 56.83 24.04 58.74 78.28 72.25 63.55 78.75 76.76 49.68 61.77 38.94 53.81 53.47 28.49 24.40 25.57 1.56 54.25 54.49 35.95 24.00 25.19 0.52 26.87 27.25 2.00

(c) InstructBLIP [15] with Flan-T5-xxl [13] language model performance on the nine benchmark datasets.

Seq. Deepfake Attr. Seq. Deepfake Comp. R-Splicer FF++ DFDC CelebDF DFW StyleGAN2 StyleGAN3
Synonym Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1

manipulated 73.05 57.79 84.14 94.34 53.56 97.07 94.05 62.20 96.90 67.52 55.20 79.18 54.51 54.80 64.63 38.80 37.47 52.78 52.92 52.58 66.54 37.40 36.13 51.17 47.01 46.46 61.62
altered 89.16 55.66 94.22 94.30 51.65 97.06 96.10 52.45 98.01 66.42 51.41 79.42 50.67 51.11 65.95 49.00 46.85 65.31 51.05 50.65 67.17 47.20 45.12 63.74 50.75 50.04 66.67
synthetic 14.54 54.96 20.09 65.21 79.44 77.59 71.17 75.60 82.58 59.69 65.70 60.69 56.87 56.66 44.14 19.20 19.86 7.34 56.08 56.17 50.97 16.40 17.19 0.95 21.64 21.86 8.70

deepfake 8.00 52.16 8.29 38.46 67.53 51.91 51.03 74.43 65.99 46.16 59.25 31.44 54.18 53.79 23.32 34.60 36.33 0.61 53.63 53.98 20.52 34.20 35.92 0.00 37.31 37.88 0.00
fabricated 12.72 54.31 16.93 58.11 75.38 71.73 66.03 78.94 78.70 51.93 63.19 43.73 54.71 54.38 30.14 25.00 26.24 0.53 53.82 54.07 33.94 25.00 26.24 0.53 29.85 30.19 9.62
face forgery 12.62 54.56 16.72 56.78 76.25 70.50 71.86 84.60 82.94 55.75 66.12 50.36 56.38 56.05 33.71 29.40 30.79 2.75 55.02 55.29 35.12 28.60 30.02 0.56 32.84 33.31 2.17
falsified 16.85 56.46 23.86 64.83 77.98 77.32 78.19 84.70 87.30 60.02 68.31 58.50 56.98 56.72 40.85 23.00 23.93 5.87 57.44 57.62 46.59 21.40 22.42 1.50 26.87 27.18 7.55

(d) LlaVa-15 [43] performance on the nine benchmark datasets.

Seq. Deepfake Attr. Seq. Deepfake Comp. R-Splicer FF++ DFDC CelebDF DFW StyleGAN2 StyleGAN3
Synonym Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1 Acc. AUC F1

manipulated 95.38 58.70 97.63 94.83 67.61 97.34 96.24 54.77 98.08 66.33 74.05 79.69 49.61 54.59 66.18 52.40 51.21 68.60 50.50 59.84 67.05 53.79 58.98 68.39 50.75 50.00 67.33
altered 95.73 60.44 97.82 94.83 47.48 97.34 96.40 52.40 98.17 66.18 83.08 79.63 49.57 60.67 66.24 52.40 50.00 68.77 50.42 50.00 67.04 55.36 72.93 69.86 50.75 50.00 67.33
synthetic 80.63 54.15 89.02 65.31 56.09 77.70 88.48 53.20 93.83 63.24 56.20 74.45 51.09 52.60 63.29 44.20 39.67 57.14 48.37 46.35 61.71 58.20 58.93 66.07 55.22 64.14 68.42

deepfake 64.90 51.64 78.13 37.76 53.74 51.26 88.17 52.14 93.66 63.12 54.90 75.02 49.72 50.65 64.95 43.40 37.76 57.06 49.84 49.01 63.39 53.15 52.78 61.87 50.75 50.42 64.52
fabricated 94.62 52.63 97.23 13.17 51.97 18.13 91.13 53.02 95.33 64.09 56.23 75.85 49.80 50.66 64.39 51.80 50.20 65.02 49.81 48.39 64.50 55.05 55.36 64.60 55.97 65.32 68.78
face forgery 75.96 49.16 86.26 12.60 51.96 17.14 94.23 54.09 97.02 65.67 58.53 77.33 51.12 56.03 65.74 55.20 69.48 69.81 48.77 38.75 65.08 44.79 42.94 54.55 48.51 44.79 63.10
falsified 94.42 52.28 97.13 63.64 55.34 76.45 93.91 55.39 96.85 66.58 60.22 78.59 49.72 51.56 65.69 44.40 36.23 59.36 52.09 55.80 66.32 50.63 49.29 61.88 52.99 59.33 67.36

(e) Ensemble performance on the nine benchmark datasets.

Human evaluation: We select 100 samples from the dataset and generate responses using the open-
ended prompt. Each sample is annotated by the three human annotators on a scale from 1 to 5, where
1 is completely wrong, and 5 is completely correct. Each annotator is shown 50 samples. To reduce
the workload on human annotators, we assign 1 (completely wrong) to all responses that describe
the image content but no areas of manipulation. The annotations are then standardised between 0
and 1. An example of the form shown to human evaluators can be seen in Fig. 6.

Annotator agreement: as in previous works [19, 10] we use Krippendorff’s alpha to assess the
inter-annotator agreement and obtain .75, which is a strong agreement given the complexity of the
multi-label task. We average the annotator scores to receive the final gold standard for each sample
and then obtain the average human score for each model.

F Qualitative Samples

By examining a few samples in Fig. 7, we can also see that all models tend to hallucinate or provide
a general description of the image content when they fail to identify specific areas of manipulation.
Furthermore, while BLIP-2 [35] tends to respond more concisely –which is identified by Liu et al.
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Table 7: CLIP baseline performance on the binary task of the nine selected benchmarks.
Dataset Accuracy AUC F1

SeqDeepFake attributes [63] 54.62 63.46 69.63
SeqDeepFake components [63] 35.80 49.10 50.38

R-splice 17.14 44.33 25.98
FF++ [60] 34.85 46.50 17.38
DFDC [17] 46.84 46.75 40.93

CelebDF [41] 59.80 60.95 49.11
DFW [90] 49.67 49.90 31.09

StyleGan2 [28]. 69.20 69.92 65.16
StyleGan3 [29] 69.40 69.63 64.35

Table 8: Top 10 closest tokens to the class prototypes. Unique to the class tokens are in bold.
Dataset Original DeepFake

SeqDeepFake attributes natives, labeling, liz, saving, rink, demon, pitch, creole, godis, wentz natives, liz, labeling, rink, wentz, ronda, godis, creole, %), melissa
SeqDeepFake components natives, labeling, qld, romo, liz, creole, dhoni, ., hijab, gaining natives, qld, liz, gaining, romo, %), cuomo, klo, minions, cowgirl
R-splice natives, wentz, anglo, liz, %), qld, anca, romo, ronda, ural anglo, %), wentz, liz, natives, klo, anca, qld, ural, weed
FF++ natives, qld, wentz, anglo, cuomo, anca, liz, labeling, romo, melissa natives, qld, wentz, anglo, liz, cuomo, anca, %), weed, romo
DFDC natives, wentz, anglo, liz, ronda, qld, %), anca, romo, )!! anglo, wentz, natives, liz, %), ronda, qld, anca, )!!, romo
CelebDF natives, liz, wentz, ronda, %), anglo, qld, romo, labeling, anca anglo, natives, ural, klo, creole, %), weed, wentz, romo, minions
DFW anglo, %), ronda, wentz, ural, natives, liz, klo, rene, ator anglo, %), natives, ural, wentz, ator, ronda, klo, anca, qld
StyleGan2 natives, liz, wentz, ronda, %), anglo, qld, romo, labeling, anca natives, labeling, liz, rink, ronda, romo, creole, melissa, wentz, saving
StyleGan3 natives, liz, wentz, ronda, romo, labeling, aa, anca, %), ural natives, labeling, liz, ronda, rink, wentz, romo, saving, creole, melissa

[44] as well–, we note that larger models attempt to provide a justification for their response, which
is ultimately the goal of investigating VLLMs for this task.

As the available datasets lack sample specific descriptions of manipulation areas, we include
BertScore of the tested VLLMs on the MagicBrush [84] dataset to assess response quality on the
neighbouring task of image editing detection, that is language driven in table Tab. 9.

G Multiple-choice VQA

Further to the analysis in Sec. 5.2, we show the performance of all models on the multiple-choice
VQA setting in Tab. 10. In the multiple-choice setting, all models have comparable mAP and AUC,
however, LlaVa-1.5 [43] shows a clear advantage in terms of Recall and F1.

H Open-ended VQA

The detailed performance of each model on the open-ended fine-graned detection can be seen
on Tabs. 11 to 14. The matching strategy has a significant impact on Recall, as mentioned in Sec. 5.2,
thus also increasing the F1 score.

Table 9: BertScore of selected VLLMs on MagicBrush dataset
Precision Recall F1

Blip 85.44 84.37 84.57
InstructBlip 84.56 85.09 84.82
InstructBlip-xxl 81.07 84.55 81.88
LlaVa 1.5 83.08 84.77 83.87
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(a) SeqDeepFake [63] attributes (b) SeqDeepFake [63] components

(c) R-Spliced (d) FF++

(e) DFW [90] (f) DFDC [17]

(g) CelebDF [41] (h) StyleGAN2

(i) StyleGAN3

Figure 5: t-SNE Visualisation of CLIP [59] image embeddings on the test set of the selected datasets
(perplexity=50)
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(a) Annotator Briefing (b) Annotation Form

Figure 6: Example of Briefing( a) and Annotation Form( b) shown to human evaluators.

BLIP-2 InstructBLIP InstructBLIPxxl LlaVa-1.5

The face of the man in the 

middle of the image has been 

made to look like he has a 

mouth full of teeth

The area of the image that is 

manipulated is the man's face.

The image features a man in 

a suit and tie speaking into a 

microphone. He is wearing 

glasses and a tie, and his face

In the image, the man's face 

has been digitally 

manipulated to appear as if 

he has a mustache. 

(a) Ground Truth: Mouth, Faceswap

The eyes, nose, and mouth 

are the only parts of the 

image that have been 

manipulated

The area of the image that is 

manipulated in the image is 

the man's face.

The image features a man 

with a tattoo on his neck and 

face, with the tattoo visible 

on the right side of his neck. 

The area of the image that is 

manipulated is the man's 

eyes. They have been 

digitally altered to appear as 

if they are g... 

(b) Ground Truth: Eyebrows, Eyes

The face of the man in 

the green shirt

The image features a man 

with a green background 

and a distorted facial 

expression. The man's face is 

the primary focus of the...

In the image, the area that 

is manipulated is the man's 

face. Specifically, his eyes, 

nose, and mouth have been 

altered

The face of the man in the 

image is manipulated, as it 

appears to have been 

retouched.

(c) Ground Truth: Nose, Mouth, Faceswap

Figure 7: Samples of generated responses in an open-ended setting.
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Table 10: Performance of tested VLLMs in multiple-choice setting
AUC F1 mAP Recall

Bangs 49.8 0.0 60.3 0.0
Eyeglasses 49.9 8.0 63.4 4.6
Beard 49.8 1.0 61.0 0.5
Smiling 50.0 0.0 58.3 0.0
Young 50.0 0.0 62.3 0.0

Total 49.9 4.5 61.1 2.5

(a) SeqDeepFake attributes [63]

AUC F1 mAP Recall

nose 50.0 0.0 55.4 0.0
eye 50.8 10.2 66.8 5.5
eyebrow 51.0 11.0 58.3 6.0
lip 50.0 0.0 67.6 0.0
hair 50.4 9.7 48.9 5.4

Total 50.4 10.3 59.4 5.7

(b) SeqDeepFake comp [63]

AUC F1 mAP Recall

nose 51.3 46.9 52.5 42.2
eyebrows 50.4 57.0 52.0 63.1
eyes 50.2 56.2 51.5 61.9
mouth 49.9 45.4 51.9 40.9
faceswap 44.6 9.2 50.2 5.5

Total 49.3 42.9 51.6 42.7

(c) R-Splicer

BLIP-2 [35]
AUC F1 mAP Recall

Bangs 50.2 1.0 60.4 0.5
Eyeglasses 58.4 51.3 68.0 41.6
Beard 50.0 0.3 61.0 0.2
Smiling 50.0 0.0 58.3 0.0
Young 50.4 29.0 62.6 21.4

Total 51.8 20.4 62.1 15.9

(d) SeqDeepFake attributes [63]

AUC F1 mAP Recall

nose 50.0 0.0 55.4 0.0
eye 52.2 11.7 67.7 6.5
eyebrow 50.6 3.3 58.2 1.7
lip 50.0 0.0 67.6 0.0
hair 51.1 24.7 49.3 23.6

Total 50.8 13.2 59.6 10.6

(e) SeqDeepFake comp [63]

AUC F1 mAP Recall

nose 56.5 38.5 56.2 30.4
eyebrows 52.5 58.0 53.1 66.5
eyes 52.6 16.5 53.1 10.1
mouth 52.9 13.0 54.3 7.1
faceswap 50.0 0.0 51.6 0.0

Total 52.9 31.5 53.7 28.5

(f) R-Splicer

InstructBLIP [15]
AUC F1 mAP Recall

Bangs 50.4 18.5 60.7 13.2
Eyeglasses 54.3 75.9 65.7 90.3
Beard 50.0 0.1 61.0 0.1
Smiling 50.0 0.0 58.3 0.0
Young 50.0 0.0 62.3 0.0

Total 50.9 31.5 61.6 34.5

(g) SeqDeepFake attributes [63]

AUC F1 mAP Recall

nose 50.0 0.0 55.4 0.0
eye 57.3 39.1 70.3 31.2
eyebrow 54.4 21.0 60.8 13.0
lip 50.0 0.0 67.6 0.0
hair 50.1 38.4 48.8 44.4

Total 52.4 32.8 60.6 29.5

(h) SeqDeepFake comp [63]

AUC F1 mAP Recall

nose 53.4 59.0 53.6 64.6
eyebrows 52.7 31.5 53.3 22.9
eyes 51.0 8.5 52.0 4.7
mouth 57.0 41.6 56.5 32.3
faceswap 50.0 1.2 51.6 0.6

Total 52.8 28.4 53.4 25.0

(i) R-Splicer

InstructBLIP [15] with T5-xxl [13] LLM
AUC F1 mAP Recall

Bangs 52.2 38.1 61.4 27.3
Eyeglasses 58.2 73.0 67.5 77.8
Beard 57.1 74.3 64.7 86.7
Smiling 54.7 36.4 61.1 25.2
Young 49.5 74.1 62.1 92.6

Total 54.3 59.2 63.3 61.9

(j) SeqDeepFake attributes [63]

AUC F1 mAP Recall

nose 50.0 3.2 55.4 1.7
eye 48.8 76.2 65.9 91.0
eyebrow 49.2 71.8 57.4 96.0
lip 49.5 3.8 67.5 2.0
hair 52.2 65.4 49.9 94.9

Total 49.9 44.1 59.2 57.1

(k) SeqDeepFake comp [63]

AUC F1 mAP Recall

nose 49.6 67.6 51.6 98.2
eyebrows 50.1 67.9 51.8 98.4
eyes 50.2 67.7 51.5 98.9
mouth 50.0 68.0 51.9 98.4
faceswap 50.4 68.2 51.8 99.8

Total 50.1 67.9 51.7 98.7

(l) R-Splicer

LlaVa-1.5 [43]
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Table 11: BLIP-2 [35] performance with contains and CLIP matching in open-ended VQA

AUC F1 mAP Recall

Bangs 53.9 33.7 62.5 22.2
Eyeglasses 56.4 40.3 67.0 28.0
Beard 50.1 2.1 61.1 1.1
Smiling 49.9 1.0 58.3 0.5
Young 44.6 24.9 60.3 18.2

Total 51.0 20.4 61.8 14.0

(a) SeqDeepFake attributes [63] with contains match-
ing

AUC F1 mAP Recall

Bangs 56.0 73.5 64.1 99.9
Eyeglasses 60.0 75.9 69.6 99.9
Beard 59.9 74.1 66.8 99.9
Smiling 50.2 72.0 56.4 99.9
Young 51.6 75.1 61.2 100.0

Total 55.5 74.1 63.6 99.9

(b) SeqDeepFake attributes [63] with CLIP matching

AUC F1 mAP Recall

nose 49.4 20.1 55.2 13.2
eye 50.1 10.5 66.6 6.0
eyebrow 49.9 2.2 57.7 1.1
lip 50.6 11.6 68.0 6.5
hair 52.6 29.3 50.3 19.8

Total 50.5 14.7 59.5 9.3

(c) SeqDeepFake comp. [63] with contains matching

AUC F1 mAP Recall

nose 51.6 69.0 54.8 100.0
eye 49.8 77.3 64.1 99.8
eyebrow 50.4 70.9 55.7 100.0
lip 50.0 78.2 66.2 100.0
hair 49.7 63.2 46.8 99.8

Total 50.3 71.7 57.5 99.9

(d) SeqDeepFake comp. [63] with CLIP matching

AUC F1 mAP Recall

nose 55.8 31.6 55.9 20.5
eyebrows 50.4 2.5 52.0 1.2
eyes 54.0 37.3 53.7 27.8
mouth 52.7 20.5 53.7 12.4
faceswap 66.0 64.4 62.5 60.3

Total 55.8 31.3 55.6 24.5

(e) R-splicer with contains matching

AUC F1 mAP Recall

nose 54.4 66.6 58.5 99.9
eyebrows 51.7 66.6 52.7 99.9
eyes 53.5 66.3 53.7 100.0
mouth 52.8 66.8 54.1 100.0
faceswap 55.1 66.4 57.1 100.0

Total 53.5 66.5 55.2 100.0

(f) R-splicer with CLIP matching
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Table 12: InstructBLIP [15] performance with contains and CLIP matching in open-ended VQA

AUC F1 mAP Recall

Bangs 51.3 9.1 61.1 5.2
Eyeglasses 50.5 3.0 63.7 1.6
Beard 50.2 1.2 61.1 0.6
Smiling 50.0 1.2 58.3 0.6
Young 50.0 76.8 62.3 99.9

Total 50.4 18.3 61.3 21.6

(a) SeqDeepFake attributes [63] with contains match-
ing

AUC F1 mAP Recall

Bangs 49.6 73.6 58.5 99.6
Eyeglasses 47.2 75.7 60.5 99.1
Beard 58.0 73.9 64.7 99.3
Smiling 49.2 72.0 56.0 99.5
Young 50.5 74.9 60.0 99.5

Total 50.9 74.0 59.9 99.4

(b) SeqDeepFake attributes [63] with CLIP matching

AUC F1 mAP Recall

nose 50.1 0.9 55.5 0.4
eye 50.0 0.1 66.4 0.1
eyebrow 50.0 0.0 57.7 0.0
lip 49.7 0.4 67.5 0.2
hair 50.4 18.8 49.0 16.4

Total 50.0 5.1 59.2 4.3

(c) SeqDeepFake comp. [63] with contains matching

AUC F1 mAP Recall

nose 49.2 69.0 52.0 99.9
eye 46.9 77.3 61.7 99.8
eyebrow 49.5 70.8 54.1 99.9
lip 49.5 78.2 63.6 99.9
hair 49.6 63.3 46.1 99.9

Total 48.9 71.7 55.5 99.9

(d) SeqDeepFake comp. [63] with CLIP matching

AUC F1 mAP Recall

nose 54.0 16.8 55.2 9.3
eyebrows 50.4 3.3 52.1 1.7
eyes 50.4 9.3 51.6 5.4
mouth 53.0 19.4 54.0 11.8
faceswap 53.5 68.7 53.4 96.4

Total 52.3 23.5 53.2 24.9

(e) R-splicer with contains matching

AUC F1 mAP Recall

nose 50.8 66.6 52.0 99.9
eyebrows 49.2 66.6 49.3 99.9
eyes 49.9 66.3 49.2 99.9
mouth 51.0 66.8 51.0 100.0
faceswap 41.3 66.4 45.3 100.0

Total 48.5 66.5 49.3 99.9

(f) R-splicer with CLIP matching
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Table 13: InstructBLIP [15] with T5-xxl LLM [13] performance, with contains and CLIP matching
in open-ended VQA

AUC F1 mAP Recall

Bangs 54.4 27.4 62.9 16.7
Eyeglasses 60.6 65.6 69.1 59.7
Beard 51.0 6.3 61.6 3.3
Smiling 51.9 11.5 59.5 6.2
Young 50.0 76.8 62.3 100.0

Total 53.6 37.5 63.1 37.2

(a) SeqDeepFake attributes [63] with contains match-
ing

AUC F1 mAP Recall

Bangs 45.8 46.3 56.2 40.7
Eyeglasses 56.1 65.3 65.7 65.9
Beard 55.0 60.3 63.4 59.2
Smiling 46.3 55.0 54.7 56.0
Young 50.2 50.6 61.9 43.7

Total 50.7 55.5 60.4 53.1

(b) SeqDeepFake attributes [63] with CLIP matching

AUC F1 mAP Recall

nose 50.1 0.9 55.5 0.4
eye 50.0 0.1 66.4 0.1
eyebrow 50.0 0.0 57.7 0.0
lip 49.7 0.4 67.5 0.2
hair 50.4 18.8 49.0 16.4

Total 50.0 5.1 59.2 4.3

(c) SeqDeepFake comp. [63] with contains matching

AUC F1 mAP Recall

nose 54.8 56.2 56.7 56.6
eye 58.2 57.7 68.5 49.4
eyebrow 51.2 56.1 55.1 56.8
lip 60.1 71.9 70.7 76.4
hair 54.1 57.3 48.3 70.4

Total 55.6 59.8 59.9 61.9

(d) SeqDeepFake comp. [63] with CLIP matching

AUC F1 mAP Recall

nose 53.1 18.4 54.0 10.6
eyebrows 50.5 7.5 52.1 4.0
eyes 52.1 38.5 52.5 29.9
mouth 53.7 29.4 54.2 19.2
faceswap 59.5 61.9 57.1 63.7

Total 53.8 31.1 54.0 25.5

(e) R-splicer with contains matching

AUC F1 mAP Recall

nose 53.5 57.2 53.5 63.7
eyebrows 52.7 59.1 51.9 69.6
eyes 51.4 57.2 50.7 66.0
mouth 54.3 62.2 53.7 78.3
faceswap 58.0 65.7 55.5 90.1

Total 54.0 60.3 53.1 73.5

(f) R-splicer with CLIP matching
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Table 14: LlaVa-1.5 [43] performance, with contains and CLIP matching in open-ended VQA

AUC F1 mAP Recall

Bangs 48.9 56.9 59.9 55.9
Eyeglasses 53.6 39.0 65.2 27.4
Beard 52.5 16.7 62.5 9.5
Smiling 51.1 12.1 59.0 7.1
Young 49.3 75.3 62.0 96.1

Total 51.1 40.0 61.7 39.2

(a) SeqDeepFake attributes [63] with contains match-
ing

AUC F1 mAP Recall

Bangs 46.4 73.5 56.9 99.9
Eyeglasses 51.9 75.9 65.9 100.0
Beard 57.9 74.1 64.0 100.0
Smiling 52.7 72.0 59.2 100.0
Young 47.5 75.1 58.8 100.0

Total 51.3 74.1 61.0 100.0

(b) SeqDeepFake attributes [63] with CLIP matching

AUC F1 mAP Recall

nose 48.8 19.7 54.9 12.7
eye 49.7 3.2 66.4 1.6
eyebrow 49.9 7.1 57.7 3.8
lip 50.3 12.3 67.8 6.8
hair 49.3 43.2 48.4 43.9

Total 49.6 17.1 59.0 13.8

(c) SeqDeepFake comp. [63] with contains matching

AUC F1 mAP Recall

nose 51.9 68.9 53.6 99.9
eye 50.0 77.4 63.1 100.0
eyebrow 48.7 70.8 54.1 100.0
lip 50.8 78.2 65.3 100.0
hair 46.8 63.3 44.5 100.0

Total 49.6 71.7 56.1 100.0

(d) SeqDeepFake comp. [63] with CLIP matching

AUC F1 mAP Recall

nose 57.6 34.8 57.4 22.5
eyebrows 53.5 19.5 54.3 11.2
eyes 57.4 43.2 56.2 33.3
mouth 55.9 36.7 55.8 25.6
faceswap 68.8 73.8 63.6 84.6

Total 58.7 41.6 57.4 35.5

(e) R-splicer with contains matching

AUC F1 mAP Recall

nose 56.8 66.6 60.0 100.0
eyebrows 54.5 66.6 56.2 100.0
eyes 56.5 66.3 56.0 100.0
mouth 55.0 66.8 55.6 100.0
faceswap 60.7 66.4 59.3 100.0

Total 56.7 66.5 57.4 100.0

(f) R-splicer with CLIP matching
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The paper is introducing a benchmarking method for fine-grained deepfake
detection using VLLMs. The main contributions of the method are converting the multi-
label problem to a VQA one, assesses the zero-shot capabilities of state-of-the-art VLLMs
and is ensuring fair comparison for current and future models. This is followed up in the
methodology and experimental sections.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper briefly discusses limitations of zero-shot evaluation compared to
purpose-built models. In addition, as the method is on Face Forgery, limitations with re-
gards to potential bias are discussed.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [N/A]

Justification:

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theo-

rems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: In addition to the methodology, we provide code and commit to make it public
upon publication to ensure reproducibility.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear

how to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
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In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The method is using nine previously published benchmarks to compare open-
source VLLM models. The benchmarking code will be made publicly available upon pub-
lication, including pre-processing steps.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/

public/guides/CodeSubmissionPolicy) for more details.
• While we encourage the release of code and data, we understand that this might not

be possible, so No is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Test details are explained in the paper and additional details are provided in
the code.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of

detail that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [No]

Justification: The evaluation is conducted with a fixed seed to account for the stochasticity
in language generation, thus all experiments are ceteris paribus.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should prefer-

ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The computational resources used for the evaluation are outlined in the Ap-
pendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification:

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
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Justification: The paper includes an ethics statement regarding generative technology,
which includes vision-language models
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [N/A]
Justification:
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The paper is a method for benchmarking VLLMs on face forgery detection
tasks to ensure a fair comparison; thus, no data is released. The datasets and models used
are all referenced. Upon publication, links to the repositories/original datasets will be in-
cluded in the code for reproducibility.
Guidelines:

• The answer NA means that the paper does not use existing assets.

32



• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the pack-

age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [N/A]

Justification:

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [Yes]

Justification: The details of the human evaluation are in the Appendix.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [No]

Justification: As the data is not sensitive or private, such approval is not required.
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research

with human subjects.
• Depending on the country in which research is conducted, IRB approval (or equiva-

lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.
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