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A Training Procedure11

The traing procedure of context-shift augmentation is summarized in Algorithm 1.12

B Implementation Details for context-shift augmentation13

For experiments on CIFAR10-LT and CIFAR100-LT, we use ResNet-32 as the backbone network14

and train it using standard SGD with a momentum of 0.9, a weight decay of 2× 10−4, a batch size15

of 128. The model is trained for 200 epochs. The initial learning rate is set to 0.2 and is annealed by16

a factor of 10 at 160 and 180 epochs. We train each model with 1 NVIDIA GeForce RTX 3090.17

For experiments on ImageNet-LT, we implement the proposed method on ResNet-10 and ResNet-50.18

We use standard SGD with a momentum of 0.9, a weight decay of 5 × 10−4, and a batch size of19

256 to train the whole model for a total of 90 epochs. We use the cosine learning rate decay with an20

initial learning rate of 0.2. We train each model with 2 NVIDIA Tesla V100 GPUs.21

In all experiments, we first warm-up the uniform module for 10 epochs and then train the uniform22

module and the balanced re-sampling module simultaneously for the rest epochs. For the uniform23

module, we follow the simple data augmentation used in [1] with only random crop and horizontal24

flips. For the re-sampling module, we use the proposed context-shift augmentation method. We25

apply the trick proposed by [2] to disable the augmentation in the balanced re-sampling module at the26
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Algorithm 1 Training procedure of context-shift augmentation

Input: training data D = {(xi, yi)}Ni=1; context memory bank Q, maximum volume size V ; model
parameters ϕ, fu, f b; loss functions ℓu, ℓb;

Procedure:
1: Initialize model parameters ϕ, fu, f b;
2: Re-sampling a class-balanced dataset D̃ = {(x̃i, ỹi)}Ni=1;
3: Empty memory bank Q;
4: for epoch = 1, . . . , T do
5: repeat
6: Draw a mini-batch (xi, yi)

B
i=1 from D;

7: Draw a mini-batch (x̃i, ỹi)
B
i=1 from D̃;

8: // uniform module
9: for i = 1, . . . , B do

10: Calculate zu
i = fu(ϕ(xi)) and Lu

i = ℓu(zu
i , yi);

11: if p(y = yi|xi, ϕ, f
u) ≥ δ then

12: Calculate background mask M i of xi;
13: Push (xi, M i) into Q;
14: end if
15: end for
16: Calculate Lu = 1

B

∑B
i=1 Lu

i ;
17: // balanced re-sampling module
18: if Size of Q reaches V then
19: Get backgrounds (ˇ̌xi,M i)

B
i=1 from Q;

20: λ ∼ Uniform(0, 1);
21: for i = 1, . . . , B do
22: x̃i = λM i ⊙ ˇ̌xi + (1− λM i)⊙ x̃i;
23: Calculate zb

i = f b(ϕ(x̃i)) and Lb
i = ℓb(zb

i , ỹi);
24: end for
25: Calculate Lb = 1

B

∑B
i=1 Lb

i ;
26: else
27: Assign Lb = 0;
28: end if
29: // total objective function
30: Calculate L = Lu + Lb;
31: Update model parameters ϕ, fu, f b with L;
32: until all training data are traversed.
33: end for

last 3 epochs to obtain further improvements, which is also applied in other baseline methods [3, 4].27

We set the threshold δ to 0.8.28

C Additional Experimental Results29

C.1 Effects of the context bank30

The context bank Q is a novel component of context-shift augmentation which receives diverse31

contexts from the uniform module, and provides them to augment the data in the re-sampling module.32

To verify the effectiveness of the context bank, we remove it from the framework and train the model33

on CIFAR100-LT with imbalance ratio of 100. The results are reported in Table 1.34

The results show that without context bank Q, the performance decrease by a large margin. The per-35

formance degradation mostly comes from the medium-shot classes and the few-shot classes, which36

indicates that the context bank can significantly improve the generalization of tail classes.37

Moreover, we study the effect of different variants in the context bank. First, we study the threshold38

δ for sample selecting and report the results in Table 2. On the one hand, if δ is too high, the selected39

samples will be very few. On the other hand, if δ is too small, the selected samples might be not well40
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Table 1: Ablation study on the context bank Q.
All Many Med. Few

Ours 45.8 64.3 49.7 18.2

Ours w/o Q
41.2 65.1 41.9 10.7
(-4.6) (+0.8) (-7.8) (-7.5)

learned. Nevertheless, as the training process progresses, most samples will fit well, so our method41

is not sensitive to δ. We set δ = 0.8 considering its best performance.42

Table 2: Influence of the threshold δ.
δ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Accuracy 45.47 45.37 45.55 44.83 45.52 45.59 45.42 45.08 45.83 44.93

Second, we study the influence of the volume size V of the context bank Q and report the results43

in Table 3. Since the bank Q is a first-in-first-out queue, the latest incoming backgrounds are more44

convincing. When the volume size is too large, the bank might contain more past samples. Besides,45

a larger size of V would bring more memory overhead. So we set the volume size V equal to the46

mini-batch size B in our method.47

Table 3: Influence of the bank volume size (compared with the mini-batch size B).
Volume ×1 ×2 ×4 ×8 ×16 ×32 ×64

Accuracy 45.83 45.60 45.57 45.32 45.55 45.37 45.26

C.2 Influence of augmentation variants48

We use a variant λ ∼ Uniform(0, 1) for generating novel samples. The value of λ can result in dif-49

ferent proportions of foreground and background in the novel sample. Also, the size of the sampling50

space affects the diversity of the novel images. To explore the effect of λ, we try λ ∼ Uniform(a, b)51

and λ ∼ Beta(a, b) to train context-shift augmentation on CIFAR100-LT with imbalance ratio 10052

and report the results in Figure 1.53

First, when λ is close to 0, the background merely takes effect, and the performance decreases a lot.54

Second, when λ = 1, the background image might cover the important content in the foreground55

image. Also, the diversity of new samples is limited. Although the performance is better than that56

of λ = 0, it is still unsatisfactory. Overall, choosing λ ∼ Uniform(0, 1) or λ ∼ Beta(1, 1) lead to57

the best performance.58

C.3 Comparison between different modules59

In our framework, the uniform sampling module is only enabled in the training phase. While in the60

inference phase, we use the balanced re-sampling module to predict unseen instances. To verify the61

superiority of the re-sampling module, we compare the performance of these two modules as well62

as their ensemble. We report the results in Table 4. The results show that the re-sampling module is63

superior to the uniform module, and even achieves higher accuracy than the ensembled results. This64

also indicates the superiority of the proposed context-shift re-sampling method.65

Moreover, we study the influence of different balance ratios on our re-sampling module and compare66

it with the vanilla re-sampling method. We report the results in Figure 2. For vanilla re-sampling,67

adopting a more balanced re-sampling would yield more severe performance degradation. In con-68

trast, our method achieves higher performance through class-balanced re-sampling.69
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Figure 1: Influence of variants λ.

Table 4: Comparison between the uniform module and the re-sampling module in context-shift
augmentation.

All Many Med. Few

Uniform module 39.4 68.3 37.3 6.1
Re-sampling module 45.8 64.3 49.7 18.2
Ensemble results 43.0 67.5 44.1 11.4

C.4 The influence of Grad-CAM70

The Grad-CAM [5] is utilized to extract background in previous works such as open-set learning and71

adversarial learning [6, 7]. Also, we use Grad-CAM in the context-shift augmentation to generate72

diverse backgrounds for tail-class data. We compare Grad-CAM with CAM [8]. The results shown73

in Table 5 demonstrate that Grad-CAM is superior to CAM when applied to our method.74

Table 5: Comparison between CAM and Grad-CAM in context-shift augmentation
All Many Med. Few

Ours w/ CAM 45.1 63.8 48.1 18.0
Ours w/ Grad-CAM 45.8 64.3 49.7 18.2

C.5 Combination with self-supervised learning75

It is interesting to combine self-supervised methods with context-shift augmentation. Inspired by76

this, we follow the self-supervised + fine-tune method, i.e., SimSiam+rwSAM in [9] and conduct77

extensive experiments on CIFAR10-LT dataset. The results are shown in Table 6.78

Note that in [9], the models are pre-trained with the long-tailed dataset, while fine-tuned with the79

balanced in-domain dataset. However, it is hard to achieve a balanced in-domain version of a long-80

tailed dataset in real-world scenarios. So we use the long-tailed dataset with balancing method81

including class-balanced re-sampling (CB-RS), and re-sampling with context-shift augmentation.82

The results show that our method is superior to CB-RS.83

C.6 Combination with the logit adjustment84

Since our work aims to study the effectiveness of re-sampling in long-tail learning, we use the85

Class-Balanced Re-Sampling (CB-RS) in our method. We consider combining our method with86

other re-balancing methods, such as Logit Adjustment (LA) [10]. Specifically, we change the class-87

balanced re-sampling to the uniform sampling while adopting context-shift augmentation. Moreover,88

we consider combining class-balanced re-sampling and LA simultaneously. The comparison results89
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Figure 2: Comparison of re-sampling and our method under different balance ratios γ.

Table 6: Combing self-supervised method SimSiam+rwSAM with different re-balancing methods
Pre-train model Fine-tune method Accuracy (%)

SimSiam+rwSAM CE 69.5
SimSiam+rwSAM CB-RS 72.8
SimSiam+rwSAM Ours 75.5

are shown in Table 7. The results show that our method can be combined with logit adjustment90

to yield a more higher performance. However, by applying the balanced loss and the balanced91

sampling, the model puts much focus on tail classes and results in a deterioration of overall accuracy.92

Table 7: Combination with Logit Adjustment (LA)
All Many Med. Few

w/ CB-RS 45.8 64.3 49.7 18.2
w/ LA 47.2 62.4 48.8 26.1
w/ both 45.0 48.7 51.0 31.4
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