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A Appendix

A.1 Limitations

Cold Start. In the ideal case, a module distinguishes if a query requires external can do it in a
zero-shot manner. However, as we show in Section 4.1 of our paper, we practically find that the
distribution of Thrust scores of various tasks can be very different due to the essence of the task
collection and the type of external knowledge needed. Considering such an effect, we need 200
examples to estimate the clusters needed to set up the computation, which is still lightweight in
real-world scenarios. In the future, we will explore the usage of meta-learning to allow a few-shot
start or even a cold start of IAPEK.

Black-box LLM: At the current stage, our model can work with first-layer or last-layer representations
(as discussed in Figure 6 of our submitted paper), which are provided by some black-box models.
To adapt to completely black-box LLMs, there are two ways we can think at this stage: (1) similar
to Black-Box Tuning [4], we use the prompt embeddings adjusted by the derivative-free optimizer
optimized over the black-box model outputs as our representation; (2) we use original or distilled
smaller models from the same family to acquire representation (e.g., original GPT-2 or GPT-2
fine-tuned by a set of query and answers from GPT-4). We experimented with using T5-base
representation to conduct IAPEK for T5-large models. It showed slightly worse but not completely
ruined performance.

Extension to other Retrieval-augmented Models. In this paper, we propose a new module for the
pipeline of retrieval-augmented models. We first comprehensively examined if and how external
knowledge is useful with language models. Next, we examine the performance of the module IAPEK
with the lightweight Thrust score we define as a potential implementation. We compare Thrust with
BM25 with the default setting of retrieval augmented language models [2] and show its effectiveness.
Since queries, not answers nor retrieved knowledge are required to set up Thrust, it can be applied to
various other frameworks of retrieval augmented models [1]. However, it is beyond the scope of the
project at the current stage, and the contribution of our module and the frameworks are orthogonal.
We will extend Thrust to other retrieval-augmented models in future work.

A.2 Implementation details

We conduct our experiments on a machine with 8 Nvidia P40 (24G) GPUs with CUDA 11 installed.

We use the Scikit-learn package 1 to measure the clusters with K-means and compute the distance
between the query and cluster representations. The involved hyperparameters (including the number
of clusters per class) are selected by Grid search on a smaller set of experiments. We initialize all
parameters randomly or as the default of the Hugginface transformers package 2. On average, each

1https://scikit-learn.org/
2https://huggingface.co/
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Table 1: Statistics of the selected datasets. Sample # denotes the number of examples used to calculate
the clusters for Thrust scores. ARC-E and ARC-C denote the easy and hard ARC datasets. Q/K/A
Len denotes the average number of words for the Queries/Knowledge/Answers, respectively.

Dataset Source Sample # Test # Q Len K Len A Len

AGNews gold 200 7,600 8.1 35.9 1.0
e-SNLI human 200 9,824 24.9 14.3 1.0
StrategyQA human 200 229 10.8 33.5 1.0
CIKQA KG 200 604 18.2 28.0 1.0
BoolQ retriever 200 3,270 9.8 113.8 1.0
ARC-E retriever 200 570 23.1 238.2 4.2
ARC-C retriever 200 299 26.2 240.5 5.5

HotpotQA gold 200 7,405 19.0 56.3 2.5
NQ retriever 200 6,468 10.1 588.9 2.3
Web Questions retriever 200 278 7.8 117.3 4.3
Curated TREC retriever 200 116 8.4 116.5 7.7
TriviaQA retriever 200 6,760 15.0 117.6 27.5

run of extracting the results for all the tasks under with/without knowledge cases takes around 20
hours. We run all experiments 3 times and report the averaged performance in the main content. For
hyperparameters of the inference models, for the QA task, we set the maximum knowledge length as
480 tokens to ensure that query sentences stay in the input.

The generated answer for QA tasks for all the models is typically within 30 tokens. For classification
tasks, for binary classification tasks (CIKQA, StrategyQA, BoolQ, and e-SNLI), we follow previous
work to use “Yes or No?” as the suffix to the original query to guide the generative models. For
AGNews, we use “political news, sports news, business news, and technology news” as the label
words. We found that the default label word “word news” will largely degrade the performance of
generative models on AGNews. We add “the news is about?” and provide the candidate categories as
the suffix for AGNews. More details of our implementations can be found in the code attached.

A.3 Dataset Details

The detailed statistics of the involved datasets are shown in Table 1. We sample 200 data points from
each dataset to conduct the clustering step of Thrust. Difference datasets have different average query
lengths and knowledge lengths due to the essence of the task creation and knowledge collection.
Answer length 1 denotes tasks with yes and no answers. Otherwise, the answers with more than one
token are either choices (for ARC-E and ARC-C) or free-form text sentences (for open-domain QA
tasks). Examples of the dataset can be found in the attached data.

A.4 Experiment with Flan-T5

Figure 1 presents the performance of Thrust on CIKQA with different models. From the figure, we
can observe that Thrustperforms better with instruction fine-tuned Flan-T5 compared to the original
T5 and UnifieedQA. With Flan-T5 Thrust achieves better performance with 40% examples rejecting
external knowledge usage compared to external knowledge used either on no or all examples. Such
observations show the potential of using Thrust on current instruction-finetuned models.

A.5 Ablation on the design choices of Thrust

Following [5], we use a few-shot multitask binary NLI dataset to test the influence of each factor of
Thrust (i.e., FS-NLI), through measuring how well the metric and its variants can measure the with
the hardness of a diverse set of datasets. From Table 2, we can observe that all the design choices are
crucial to the success of using Thrust to detect how hard a query is for a given task and model.

2



0.0 0.2 0.4 0.6 0.8 1.0
rejected

0.68

0.70

0.72

0.74

0.76

0.78

ac
c roberta

flan
t5
unifiedqa

Figure 1: Performance of different models on CIKQA with different thresholds of Thrust. The X-axis
denotes the portion of test examples that are selected to not use external knowledge. All model names
denote the large versions of the model parameters.

Table 2: Compare Thrust to its various variants following the setting of the original work [5], where
higher correlation denotes that the metric can better capture the hardness of tasks with respect to
a given model (RoBERTa-large [3]). without direction denotes the variant to use scalar instead of
vectors for Thrust. The best-performing entry is marked in bold.

Metric Correlation

Thrust 0.45
without cluster size 0.23
without direction 0.19
without distance 0.06
cosine distance 0.08
one cluster per label class 0.32
ten clusters per label class 0.12
cluster size to inertia 0.03

A.6 Full distribution of Thrust across tasks

Figure 2 demonstrates the distribution of Thrust scores for each of the involved tasks. Besides the
findings in the main content that Thrust can help identify the knowledge necessity for various tasks
through viewing the distribution, we can also observe that Thrust can lead to a diverse distribution
of scores that may contain multiple peaks.

A.7 Performance of using external knowledge (in table)

Table 3 presents the performance in Figure 3 of the original submission in a table format. Similarly,
we can observe that it is not trivial to use external knowledge, especially in the zero-shot settings, it
is possible that models get worse performance with external knowledge, for example, for ARC-C,
both T5-base and T5-large show worse performance with the extra knowledge injected. Also, we
can observe that external knowledge is crucial for open-domain QA tasks. The gain can be huge, for
example, for UnifiedQA-3b, the performance is improved from 18.6 to 80.0, in terms of QA-F1 on
TriviaQA, with the external knowledge.
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Figure 2: Distribution of Thrust scores for all involved tasks with UnifiedQA-3b to create the instance
representation. The distribution is normalized by Kernel Density Estimation. Low scores denote the
cases where internal knowledge is not enough, and vice versa.

Table 3: Performance of various models on the MC classification tasks (accuracy) and open-domain
QA tasks (QA-F1). Performances without/with knowledge external knowledge are presented be-
fore/after the vertical bar, respectively. UnifiedQA-X denotes T5 models with corresponding sizes
fine-tuned on the UnifiedQA dataset.
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Figure 3: Performance of various models on MC classification tasks (accuracy) and open-domain QA
tasks (QA-F1), denoted by (cls) and (qa), respectively. The x-axis represents the model names, which
are shared across sub-figures. Use knowledge: yes or no denotes using full knowledge or not for all
queries. UnifiedQA denotes T5 models with different sizes fine-tuned on the UnifiedQA dataset.
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