Abstract

Clustering is a fundamental problem in unsupervised machine learning with many applications in data analysis. Popular clustering algorithms such as Lloyd’s algorithm and $k$-means++ can take $\Omega(ndk)$ time when clustering $n$ points in a $d$-dimensional space (represented by an $n \times d$ matrix $X$) into $k$ clusters. In applications with moderate to large $k$, the multiplicative $k$ factor can become very expensive. We introduce a simple randomized clustering algorithm that provably runs in expected time $O(nnz(X) + n \log n)$ for arbitrary $k$. Here $nnz(X)$ is the total number of non-zero entries in the input dataset $X$, which is upper bounded by $nd$ and can be significantly smaller for sparse datasets. We prove that our algorithm achieves approximation ratio $O(k^4)$ on any input dataset for the $k$-means objective. We also believe that our theoretical analysis is of independent interest, as we show that the approximation ratio of a $k$-means algorithm is approximately preserved under a class of projections and that $k$-means++ seeding can be implemented in expected $O(n \log n)$ time in one dimension. Finally, we show experimentally that our clustering algorithm gives a new tradeoff between running time and cluster quality compared to previous state-of-the-art methods for these tasks.

1 Introduction

Clustering is an essential and powerful tool for data analysis with broad applications in computer vision and computational biology, and it is one of the fundamental problems in unsupervised machine learning. In large-scale applications, datasets often contain billions of high-dimensional points. Grouping similar data points into clusters is crucial for understanding and organizing datasets. Because of its practical importance, the problem of designing efficient and effective clustering algorithms has attracted the attention of numerous researchers for many decades.
One of the most popular algorithms for the $k$-means clustering problem is Lloyd’s algorithm \[52\], which seeks to locate $k$ centers in the space that minimize the sum of squared distances from the points of the dataset to their closest center (we call this the “$k$-means cost”). While finding the centers minimizing the objective is NP-hard \[3\], in practice we can find high-quality sets of centers using Lloyd’s iterative algorithm. Lloyd’s algorithm maintains a set of $k$ centers. It iteratively updates them by assigning points to one of $k$ clusters (according to their closest center), then redefining the center as the points’ center of mass. It needs a good initial set of centers to obtain a high-quality clustering and fast convergence. In practice, the $k$-means++ algorithm \[6\], a randomized seeding procedure, is used to choose the initial $k$ centers. $k$-means++ achieves an $O(\log k)$-approximation ratio in expectation, upon which each iteration of Lloyd’s algorithm improves\[1\]. Beyond their effectiveness, these algorithms are simple to describe and implement, contributing to their popularity.

The downside of these algorithms is that they do not scale well to massive datasets. A standard implementation of an iteration of Lloyd’s algorithm needs to calculate the distance to each center for each point in the dataset, leading to a $O(ndk)$ running time. Similarly, the standard implementation of the $k$-means++ seeding procedure produces $k$ samples from the so-called $D^2$ distribution (see Appendix\[A\] for details). Maintaining the distribution requires making a pass over the entire dataset after choosing each sample. Generating $k$ centers leads to a $\Theta(ndk)$ running time. Even for moderate values of $k$, making $k$ passes over the entire dataset can be prohibitively expensive.

One particularly relevant application of large-scale $k$-means clustering is in approximate nearest neighbor search \[66\] (for example, in product quantization \[44\] and building inverted file indices \[16\]). There, $k$-means clustering is used to compress entire datasets by mapping vectors to their nearest centers, leading to billion-scale clustering problems with large $k$ (on the order of hundreds or thousands). Other applications on large datasets requiring a large number of centers may be spam filtering \[61\] \[65\], near-duplicate detection \[42\], and compression or reconciliation tasks \[62\]. New algorithmic ideas are needed for these massive scales, and this motivates the following challenge:

Can we design a simple, practical algorithm for $k$-means that runs in time roughly $O(nd)$, independent of $k$, and produces high-quality clusters?

Given its importance in theory and practice, a significant amount of effort has been devoted to algorithms for fast $k$-means clustering. We summarize a few of the approaches below with the pros and cons of each so that we may highlight our work’s position within the literature:

A. **Standard $k$-means++**: This is our standard benchmark. **Plus**: Guaranteed to be an $O(\log k)$-approximation \[6\], outputs centers, as well as the assignments of dataset points to centers. **Minus**: The running time is $O(ndk)$, which is prohibitively expensive in large-scale applications.

B. **Using Approximate Nearest Neighbor Search**: One may implement $k$-means++ faster using techniques from approximate nearest neighbor search (instead of a brute force search each iteration). **Plus**: The algorithms with provable guarantees, like \[26\], obtain an $O_\varepsilon(\log k)$-approximation. **Minus**: The running time is $O(nd + (n \log(\Delta))^{1+\varepsilon})$, depending on a dataset dependent parameter $\Delta$, the ratio between the maximum and minimum distances between input points. The techniques are algorithmically sophisticated and incur extra poly-logarithmic factors (hidden in $O(\cdot)$), making the implementation significantly more complicated.

C. **Approximating the $D^2$-Distribution**: Algorithms that speed up the seeding procedure for Lloyd’s algorithm or generate fast coresets (we expand on this below) have been proposed in \[8\] \[7\] \[10\]. **Plus**: These algorithms are fast, making only one pass over the dataset in time $O(nd)$. (For \[8\] \[7\], there is an additional additive $O(k^2d)$ term in the running time). **Minus**: The approximation guarantees are qualitatively weaker than the approximation of $k$-means clustering. They incur an additional additive approximation error that grows with the entire dataset’s variance (which can lead to an arbitrarily large error; see Section\[5\]). These algorithms output a set of $k$ centers but not the cluster assignments. Naively producing the assignments would take time $O(ndk)$ \[8\].

---

1 Approximation is with respect to the $k$-means cost. A $c$-approximation has $k$-means cost, which is at most $c$ times larger than the optimal $k$-means cost.

2 One may use approximate nearest neighbor search techniques to improve on the $O(ndk)$ running time. However, as discussed above, approximate nearest neighbor search adds a significant layer of complexity (and approximation).
Coresets. At a high level, coresets are a dataset-reduction mechanism. A large dataset \(X\) of \(n\) points in \(\mathbb{R}^d\) is distilled into a significantly smaller (weighted) dataset \(Y\) of \(m\) points in \(\mathbb{R}^d\), called a “coreset” which serves as a good proxy for \(X\), i.e., the clustering cost of any \(k\) centers on \(Y\) is approximately the cost of the same centers on \(X\). We point the reader to [9] [35] for a recent survey on coresets. Importantly, coreset constructions (with provable multiplicative-approximation guarantees) require an initial approximate clustering of the original dataset \(X\). Therefore, any fast algorithm for \(k\)-means clustering automatically speeds up any algorithmic pipeline that uses coresets for clustering — looking forward, we will show how our algorithm can significantly speed up coreset constructions without sacrificing approximation.

Beyond those mentioned above, many works seek to speed up \(k\)-means++ or Lloyd iterations by maintaining some nearest neighbor search data structures [58, 44, 46, 33, 60, 40, 59, 71, 50, 29, 13, 55, 28, 18], or by running some first-order methods [64]. These techniques do not give provable guarantees on the quality of the \(k\)-means clustering or on the running time of their algorithms.

Theoretical Results. We give a simple randomized clustering algorithm with provable guarantees on its running time and approximation ratio without making any assumptions about the data. It has the benefit of being fast (like the algorithms in Category C above) while achieving a multiplicative error guarantee without additional additive error (like the algorithms in Category B above).

- The algorithm runs in time \(O(nd + n \log n)\) irrespective of \(k\). It passes over the dataset once to perform data reduction, which gives the \(nd\) factor plus an additive \(O(n \log n)\) term to solve \(k\)-means on the reduced data, producing \(k\) centers and cluster assignments. On sparse input datasets, the \(nd\) term becomes \(\text{nnz}(X)\), where \(\text{nnz}(X)\) is the number of non-zero entries in the dataset. Thus, our algorithm runs in \(O(\text{nnz}(X) + n \log n)\) time on sparse matrices.
- The algorithm is as simple as the \(k\)-means++ algorithm while significantly more efficient. The approximation ratio we prove is \(\text{poly}(k)\), which is worse than the \(O(\log k)\)-approximation achieved by \(k\)-means++ but it is purely multiplicative (see the remark below on improving this to \(O(\log k)\)). It does not incur the additional additive errors from the fast algorithms in [8, 7, 10].

Our algorithm projects the input points to a random one-dimensional space and runs an efficient \(k\)-means++ seeding after the projection. For the approximation guarantee, we analyze how the approximation ratio achieved after the projection can be transferred to the original points (Lemma 2.5). We bound the running time of our algorithm by efficiently implementing the \(k\)-means++ seeding in one dimension and analyzing the running time via a potential function argument (Lemma 2.4). Our algorithm applies beyond \(k\)-means to other clustering objectives that sum up the distances for general \(z\geq 1\), and our guarantees on its running time and approximation ratio extend smoothly to these settings.

Improving the Approximation from \(\text{poly}(k)\) to \(O(\log k)\). The approximation ratio of \(\text{poly}(k)\) may seem significantly worse than the \(O(\log k)\) approximations achievable with \(k\)-means++. However, we can improve this to \(O(\log k)\) with an additional, additive \(O(\text{poly}(kd) \cdot \log n)\) term in the running time. Using previous results discussed in Appendix A.2 (specifically Theorem A.2), a multiplicative \(\text{poly}(k)\)-approximation suffices to construct a coreset of size \(\text{poly}(kd)\) and run \(k\)-means++ on the coreset. Constructing the coreset is simple and takes time \(\text{poly}(kd) \cdot \log n\) (by sampling from an appropriate distribution); running \(k\)-means++ on the coreset takes \(\text{poly}(kd)\) time (with no dependence on \(n\)). Combining our algorithm with coresets, we get a \(O(\log k)\)-approximation in \(O(\text{nnz}(X)) + O(n \log n) + \text{poly}(kd) \cdot \log n\) time. Notably, these guarantees cannot be achieved with the additive approximations of [8, 7, 10].

Experimental Results. We implemented our algorithm, as well as the lightweight coreset of [10] and \(k\)-means++ with sensitivity sampling [15]. We ran two types of experiments, highlighting various aspects of our algorithm. We provide our code in the supplementary material. The two types of experiments are:

- Coreset Construction Comparison: First, we evaluate the performance of our clustering algorithm when we use it to construct coresets. We compare the performance of our algorithm to \(k\)-means++ with sensitivity sampling [9] and lightweight coresets [10]. In real-world, high-dimensional data, the cost of the resulting clusters from the three algorithms is roughly the same. However, ours and the lightweight coresets can be significantly faster (ours is up to 190x faster than \(k\)-means++,
see Figure 2 and Table 1. The lightweight coresets can be faster than our algorithm (between 3-5x); however, our algorithm is “robust” (achieving multiplicative approximation guarantees). Additionally, we show that the clustering from lightweight coresets can have an arbitrarily high cost for a synthetic dataset. On the other hand, our algorithm achieves provable (multiplicative) approximation guarantees irrespective of the dataset (this is demonstrated in the right-most column of Figure 2).

- **Direct k-means++ comparison:** Second, we compare the speed and cost of our algorithm to k-means++ [6] as a stand-alone clustering algorithm (we also compare two other natural variants of our algorithm). Our algorithm can be up to 800x faster than k-means++ for $k = 5000$ and our slowest variant up to 100x faster (Table 1). The cost of the cluster assignments can be significantly worse than that of k-means++ (see Figure 3). Such a result is expected since our theoretical results show a poly($k$)-approximation. The other (similarly) fast algorithms (based on approximating the $D^2$-distribution) which run in time $O(nd)$ [8, 7] do not produce the cluster assignments (they only output $k$ centers). These algorithms would take $O(ndk)$ time to find the cluster assignments — this is precisely the computational cost our algorithm avoids.

We do not compare our algorithm with [26] nor implement approximate nearest neighbor search to speed up k-means++ for the following reasons. The algorithm in [26] is significantly more complicated, and there is no publicly available implementation. In addition, both [26] and approximate nearest neighbor searches incur additional poly-logarithmic (or even $n^\alpha$)-factors for nearest neighbor search over $\ell_2$ [4] which add significant layers of complexity to the implementation and make thorough evaluation of the algorithm significantly more complicated. Instead, our current implementation demonstrates that a simple, one-dimensional projection and k-means++ on the line enables dramatic speedups to coreset constructions without sacrificing approximation quality.

**Related Work.** Efficient algorithms for clustering problems with provable approximation guarantees have been studied extensively, with a few approaches in the literature. There are polynomial-time (constant) approximation algorithms (an exponential dependence on $k$ is not allowed) (see [50, 17, 2, 39] for some of the most recent and strongest results), nearly linear time $(1 \pm \varepsilon)$-approximations with running time exponential in $k$ which proceed via coresets (see [41, 19, 36, 37, 15, 9, 27, 25] and references therein, as well as the surveys [1, 35]), and nearly-linear time $(1 \pm \varepsilon)$-approximations in fixed / low-dimensional spaces [5, 48, 65, 38, 24, 22, 23].

Our $O(n \log n)$-expected-time implementation of k-means++ seeding achieves an $O(\log k)$ expected approximation ratio for $k$-median and k-means in one dimension. We are unaware of previous work on clustering algorithms running in time $O(n \log n)$.

Another line of research has been on dimensionality reduction techniques for k-means clustering. Dimensionality reduction can be achieved via PCA based methods [31, 37, 21, 67], or random projection [21, 11, 53]. For random projection methods, it has been shown that the k-means objective is preserved up to small multiplicative factors when projecting onto $O_\varepsilon (\log(k))$ dimensional space. Additional work has shown that dimensionality reduction can be performed in $O(nnz(A))$ time [51]. To the best of our knowledge, we are the first to show that clustering objectives such as $k$-median and $k$-means are preserved up to a poly($k$) factor by one-dimensional projections.

Some works show that the $O(\log k)$ expected approximation ratio for k-means++ can be improved by adding local search steps after the seeding procedure [49, 20]. In particular, Choo et al. [20] showed that adding $\varepsilon k$ local search steps achieves an $O(1/\varepsilon^3)$ approximation ratio with high probability.

Several other algorithmic approaches exist for fast clustering of points in metric spaces. These include density-based methods like DBSCAN [34] and DBSCAN++ [43] and the line of heuristics based on the Partitioning Around Medoids (PAM) approach, such as FastPAM [63], Clarans [56], and BanditPAM [69]. While these algorithms can produce high-quality clustering, their running time is at least linear in the number of clusters (DBSCAN++ and BanditPAM) or superlinear in the number of points (DBSCAN, FastPAM, Clarans).

---

\[\text{Recall that the lightweight coresets incur an additional additive error which can be arbitrarily large.}\]
2 Overview of Our Algorithm and Proof Techniques

Our algorithm, which we call PRONE (PRjected ONE-dimensional clustering), takes a random projection onto a one-dimensional space, sorts the projected (scalar) numbers, and runs the $k$-means++ seeding strategy on the projected numbers. By virtue of its simplicity, the algorithm is scalable and effective at clustering massive datasets. More formally, PRONE receives as input a dataset of $n$ points in $\mathbb{R}^d$, a parameter $k \in \mathbb{N}$ (the number of desired clusters), and proceeds as follows:

1. Sample a random vector $v \in \mathbb{R}^d$ from the standard Gaussian distribution and project the data points to one dimension along the direction of $v$. That is, we compute $x'_i = \langle x_i, v \rangle \in \mathbb{R}$ in time $O(nnz(X))$ by making a single pass over the data, effectively reducing our dataset to the collection of one-dimensional points $x'_1, \ldots, x'_n \in \mathbb{R}$.

2. Run $k$-means++ seeding on $x'_1, \ldots, x'_n$ to obtain $k$ indices $j_1, \ldots, j_k \in [n]$ indicating the chosen centers $x'_{j_1}, \ldots, x'_{j_k}$ and an assignment $\sigma : [n] \rightarrow [k]$ assigning point $x'_i$ to center $x'_{j_{\sigma(i)}}$. Even though $k$-means++ seeding generally takes $O(nk)$ time in one dimension, we give an efficient implementation, leveraging the fact that points are one-dimensional, which runs in $O(n \log n)$ expected time, independent of $k$. A detailed algorithm description is in the appendix.

3. The one-dimensional $k$-means++ algorithm produces a collection of $k$ centers $x_{j_1}, \ldots, x_{j_k}$, as well as the assignment $\sigma$ mapping each point $x_i$ to the center $x_{j_{\sigma(i)}}$. For each $\ell \in [k]$, we update the cluster center for cluster $\ell$ to be the center of mass of all points assigned to $x_{j_\ell}$.

While the algorithm is straightforward, the main technical difficulty lies in the analysis. In particular, our analysis (1) bounds the approximation loss incurred from the one-dimensional projection in Step 1 and (2) shows that we can implement Step 2 in $O(n \log n)$ expected time, as opposed to $O(nk)$ time. We summarize the theoretical contributions in the following theorems.

**Theorem 2.1.** The algorithm PRONE has expected running time $O(nnz(X) + n \log n)$ on any dataset $X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d$. Moreover, for any $\delta \in (0, 1/2)$ and any dataset $X$, with probability at least $1 - \delta$, the algorithm runs in time $O(nnz(X) + n \log(n/\delta))$.

**Theorem 2.2.** The algorithm PRONE achieves an $\tilde{O}(k^4)$ approximation ratio for the $k$-means objective with probability at least 0.9.

To our knowledge, PRONE is the first algorithm for $k$-means running in time $O(nd + n \log n)$ for arbitrary $k$. As mentioned in the paragraph on improving the competitive ratio, we obtain the following corollary of the previous two theorems using a two-stage approach with a coreset:

**Corollary 2.3.** By using PRONE as the $\epsilon$-approximation algorithm in Theorem A.2 and running $k$-means++ on the resulting coreset, we obtain an algorithm with an approximation ratio of $O(\log k)$ that runs in time $O(nnz(X) + n \log n + \text{poly}(kd) \log n)$, with constant success probability.

Due to space constraints, all proofs of our theoretical results are deferred to the appendix, where we also generalize them beyond $k$-means to clustering objectives that sum up the $z$-th power of Euclidean distances for general $z \geq 1$. The following subsections give a high-level overview of the main techniques we develop to prove our main theorems above.

2.1 Efficient Seeding in One Dimension

The $k$-means++ seeding procedure has $k$ iterations, where a new center is sampled in each iteration. Since a new center may need to update $\Omega(n)$ distances to maintain the $D^2$ distribution, which samples each point with probability proportional to its distance to its closest center, a naive analysis leads to a running time of $O(nk)$. A key ingredient in the proof of Theorem 2.1 is showing that, for one-dimensional datasets, $k$-means++ only needs to make $O(n \log n)$ updates, irrespective of $k$.

**Lemma 2.4.** The $k$-means++ seeding procedure can be implemented in expected time $O(n \log n)$ in one dimension. Moreover, for any $\delta \in (0, 1/2)$, with probability at least $1 - \delta$, the implementation runs in time $O(n \log(n/\delta))$.

The intuition of the proof is as follows: Since points are one-dimensional, we always maintain them in sorted order. In addition, each data point $x_i$ will maintain its center assignment and distance $p_i$ to the closest center. By building a binary tree over the sorted points (where internal nodes maintain sums of $p_i^2$’s), it is easy to sample a new center from the $D^2$ distribution in $O(\log n)$ time. The difficulty is
that adding a new center may result in changes to $p_i$’s of multiple points $x_i$, so the challenge is to bound the number of times these values are updated (see Figure 1 below).

Figure 1: From the top to the bottom, a new center (black circle) is chosen. Every point has an arrow pointing to its closest center. The points in the dashed box are the ones that require updates.

To bound the total running time, we leverage the one-dimensional structure. Observe that, for a new center, the updated points lie in a contiguous interval around the newly chosen center. Once a center is chosen, the algorithm scans the points (to the left and the right) until we reach a point that does not need to be updated. This point identifies that points to the other side of it need not be updated, so we can get away without necessarily checking all $n$ points (see Figure 1). Somewhat surprisingly, when sampling centers from the $D^2$-distribution, the expected number of times that each point will be updated is only $O(\log n)$, which implies a bound of $O(n\log n)$ on the total number of updates in expectation. The analysis of the fact that each point is updated $O(\log n)$ times is non-trivial and uses a carefully designed potential function (Lemma C.5).

### 2.2 Approximation Guarantees from One-Dimensional Projections

Our proof of Theorem 2.2 builds on a line of work studying randomized dimension reduction for clustering problems [14][21][11][53]. Prior work studied randomized dimension reduction for accurate $(1 \pm \epsilon)$-approximations. Our perspective is slightly different; we restrict ourselves to one-dimensional projections and give an upper bound on the distortion.

For any dataset $x_1, \ldots, x_n \in \mathbb{R}^d$, a projection to a random lower-dimensional space affects the pairwise distance between the projected points in a predictable manner — the Johnson-Lindenstrauss lemma which projects to $O(\log n)$ dimensions being a prime example of this fact. When projecting to just one dimension, however, pairwise distances will be significantly affected (by up to poly($n$)-factors). Thus, a naive analysis will give a poly($n$)-approximation for $k$-means. To improve a $c$-approximation to a $O(\log k)$-approximation, one needs a coreset of size roughly poly($c/\log k$). This bound becomes vacuous when $c$ is polynomial in $n$ since there are at most $n$ dataset points.

However, although many pairwise distances are significantly distorted, we show that the $k$-means cost is only affected by a poly($k$)-factor. At a high level, this occurs because the $k$-means cost optimizes a sum of pairwise distances (according to a chosen clustering). The individual summands, given by pairwise distances, will change significantly, but the overall sum does not. Our proof follows the approach of [21], which showed that (roughly speaking) pairwise distortion of the $k$ optimal centers suffices to argue about the $k$-means cost. The $k$ optimal centers will incur maximal pairwise distortion poly($k$) when projected to one dimension (because there are only $O(k^2)$ pairwise distances among the $k$ centers). This allows us to lift an $r$-approximate solution after the projection to an $O(k^4r)$-approximate solution for the original points.

**Lemma 2.5 (Informal).** For any set $X$ of points in $\mathbb{R}^d$, the following occurs with probability at least 0.9 over the choice of a standard Gaussian vector $v \in \mathbb{R}^d$. Letting $X' \subseteq \mathbb{R}$ be the one-dimensional projection of $X$ onto $v$, any $r$-approximate $k$-means clustering of $X'$ gives an $O(k^4r)$-approximate clustering of $X$ with the same clustering partition.

### 3 Experimental Results

In this section, we outline the experimental evaluation of our algorithm. The experiments evaluate the algorithms in two different ways. For each, we measure the running time and the $k$-means cost of the resulting solution (the sum of squares of point-to-center-assigned distances). (1) First, we evaluate our algorithm as part of a pipeline incorporating a coreset construction – the expected use case for our algorithm. (2) Second, we evaluate our algorithm by itself for approximate $k$-means clustering and compare it to $k$-means++ [6]. As per Theorems 2.1 and 2.2, we expect our algorithm to be much faster but output an assignment of higher cost. Our goal is to quantify these differences empirically.
All experiments were run on Linux using a notebook with a 3.9 GHz 12th generation Intel Core i7 six-core processor and 32 GiB of RAM. All algorithms were implemented in C++, using the blaze library for matrix and vector operations performed on the dataset unless specified differently below. We provide our code in the supplementary material for this submission.

Datasets. For our experiments, we use the following four datasets:

KDD [47]: Training data for the 2004 KDD challenge on protein homology. The dataset consists of 14,575,188 observations with 77 real-valued features.

Song [12]: Timbre information for 515,345 songs with 90 features each, used for year prediction.

Census [32]: 1990 US census data with 24,582,856 observations, each with 68 categorical features.

Gaussian: A synthetic dataset consisting of 24,000,5 points of dimension 4. The points are generated by placing a standard normal distribution at a large positive distance from the origin on each axis and sampling 30,000 points. The points are then mirrored so the center of mass remains at the origin. Finally, 5 points are placed on the origin. This is an adversarial example for lightweight coresets [10], which are unlikely to sample points close to the mean of the dataset.

3.1 Coreset Construction Comparison

Experimental Setup. Coreset constructions (with multiplicative approximation guarantees) always proceed by first finding an approximate clustering, which constitutes the bulk of the work. The approximate clustering defines a “sensitivity sampling distribution” (we expand on this in the appendix, see also [9]), and a coreset is constructed by repeatedly sampling from the sensitivity sampling distribution. In our first experiment, we evaluate the choice of initial approximation algorithm used to define the sensitivity sampling distribution. We compare the use of $k$-means++ and PRONE. In addition, we also compare the lightweight coresets of [10], which uses the distance to the center of mass as an approximation of the sensitivity sampling distribution. For the remainder of this section, we refer to sensitivity sampling using $k$-means++ as Sensitivity and lightweight coresets as Lightweight. All three algorithms produce a coreset, and the experiment will measure the running time of the three algorithms (Table 1) and the quality of the resulting coresets (Figure 2). We implemented all algorithms in C++.

Once a coreset is constructed for each of the algorithms, we evaluate the quality of the coreset by computing the cost of the centers found when clustering the coreset (see Definition A.1). We run a state-of-the-art implementation of Lloyd’s $k$-means algorithm from the scikit-learn library [57] with the default configuration (repeating 15 times and reporting the mean cost to reduce the variance). The resulting quality of the coresets is compared to a (computationally expensive) baseline, which runs $k$-means++ from the scikit-learn library, followed by Lloyd’s algorithm with the default configuration on the entire dataset (repeated 5 times to reduce variance).

We evaluate various choices of $k$ ($\{10, 100, 1000\}$) as well as coresets at various relative sizes, $\{0.001, 0.0025, 0.005, 0.01, 0.025, 0.05, 0.1\}$ times the size of the dataset. We use as performance metrics (1) a relative cost, which measures the average cost of the $k$-means solutions returned by Lloyd’s algorithm on each coreset divided by the baseline, and (2) the running time of the coreset construction algorithm.

Results on Coreset Constructions. Relative cost. Figure 2 shows the coreset size ($x$-axis) versus the relative cost ($y$-axis). Each “row” of Figure 2 corresponds to a different value for $k \in \{10, 100, 1000\}$, and each “column” corresponds to a different dataset. Recall that the first three datasets (i.e., the first three columns) are real-world datasets, and the fourth column is the synthetic Gaussian dataset. We note our observations below:

- As expected, on all real-world data sets and all settings of $k$, the relative cost decreases as the coreset size increases.

- In real-world datasets, the specific relative cost of each coreset construction (Sensitivity, Lightweight, and ours) depends on the dataset but roughly speaking, all three share a similar trend. Ours and Sensitivity are very close and never more than twice the baseline (usually much better).  

Note 3. The spike in relative cost for algorithm Sensitivity on the KDD data set for relative size $5 \cdot 10^{-3}$ is due to outliers.
Figure 2: Plot of relative cost versus coreset size on our four datasets. The shaded region indicates standard error. There is no data for relative size values where the coreset size is less than $k$.

- The big difference, distinguishing ours and Sensitivity from Lightweight, is the fourth column, the synthetic Gaussian dataset. For all settings of $k$, as the coreset size increases, Lightweight exhibits a minimal cost decrease and is a factor of 2.7-17x times worse than ours and Sensitivity (as well as the baseline). This is expected, as we constructed the synthetic Gaussian dataset to have arbitrarily high cost with Lightweight. Due to its multiplicative approximation guarantee, our algorithm does not suffer this degradation. In that sense, our algorithm is more “robust,” and achieves worst-case multiplicative approximation guarantees for all datasets.

**Running time.** In (the first table in) Table 1 we show the running time of the coreset construction algorithms as $k$ increases. Notice that as $k$ increases, the relative speedup of our algorithm and Lightweight increases in comparison to Sensitivity. This is because our algorithm and Lightweight have running time which *does not grow with* $k$. In contrast, the running time of Sensitivity grows linearly in $k$. In summary, our coreset construction is between 33-192x faster than Sensitivity for large $k$. In addition, our algorithm runs about 3-5x slower than Lightweight, depending on the dataset. Our analysis also shows this; both algorithms make an initial pass over the dataset, using $O(nd)$ time, but ours uses an additional $O(n \log n)$ time to process.

### 3.2 Direct k-Means++ Comparison

**Experimental Setup.** This experiment compares our algorithm and k-means++ as a stand-alone clustering algorithm, as opposed to as part of a coreset pipeline. We implemented three variants of our algorithm. Each differs in how we sample the random one-dimensional projection. The first is a one-dimensional projection onto a standard Gaussian vector (zero mean and identity covariance). This approach risks collapsing an “important” feature, i.e. a feature with high variance. To mitigate this, we implemented two data-dependent variants that use the variance, resp. covariance of the data. Specifically, in the “variance” variant, we use a diagonal covariance matrix, where each entry in the diagonal is set to the empirical variance of the dataset along the corresponding feature. In the “covariance” variant, we use the empirical covariance matrix of the dataset. These variants aim to project along vectors that capture more of the variance of the data than when sampling a vector uniformly at random. Intuitively, the vectors sampled by the biased variants are more correlated with the first principal component of the dataset. For each of our algorithms, we evaluate the $k$-means cost of the output set $C$ of centers when assigning points to the closest center ($\text{cost}_2(X, C)$ in Definition A.1) and when using our algorithm’s assignment ($\text{cost}_2(X, C, \sigma)$ defined in Equation 1).

We evaluated the algorithms for every $k$ in $\{10, 25, 50, 100, 250, 500, 1000, 2500, 5000\}$ and $z = 2$, for solving $k$-means with the $\ell_2$-metric. When evaluating the assignment cost, we ran each of our
We also compared the k-means cost for the assignment found by our algorithm compared to those found by the algorithm after computing the optimal assignment of points to the centers computed by the algorithm (computing this takes time $O(ndk)$). That is, we compare the values of $\text{cost}_2(X, C)$ defined in Equation (1). In summary, the k-means cost of all three variants of our algorithm are roughly the same and closely match that of k-means++. On the Gaussian data set, one run of the biased algorithm failed to pick a center from the cluster at the origin, leading to a high “outlier” cost and a corresponding spike in the plot.

We also compared the k-means cost for the assignment computed by our algorithm (so that our algorithm only takes time $O(nd + n \log n)$ and not $O(ndk)$) with the cost of k-means++ (bottom row of Figure 3). That is, we compare the values of $\text{cost}_2(X, C, \sigma)$ defined in Equation (1). The clustering cost of our algorithms is higher than that of k-means++. This is the predicted outcome from our theoretical results; recall Theorem 2.2 gives a $\text{poly}(k)$-approximation, as opposed to $O(\log k)$ from k-means++. On the real-world data sets, it is between one order of magnitude (for $k = 10$) and two orders of magnitude (for $k = 5000$) worse than k-means++ for our unbiased variant and between a factor 2 (for $k = 10$) and one order of magnitude (for $k = 5000$) worse than k-means++ for our biased and covariance variants.

Table 1: Average speedup over sensitivity sampling across all relative sizes for constructing coresets (in the first table) and average speedup over k-means++ as a stand-alone clustering algorithm (in the second table). The tables with the full range of parameters can be found in the appendix.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Algorithm</th>
<th>10</th>
<th>100</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Census</td>
<td>Lightweight</td>
<td>7.3</td>
<td>69.4</td>
<td>670.2</td>
</tr>
<tr>
<td>PRONE</td>
<td>1.5</td>
<td>14.1</td>
<td>136.3</td>
<td></td>
</tr>
<tr>
<td>Sensitivity</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Song</td>
<td>Lightweigt</td>
<td>8.9</td>
<td>87.2</td>
<td>875.3</td>
</tr>
<tr>
<td>PRONE</td>
<td>2.1</td>
<td>19.9</td>
<td>187.9</td>
<td></td>
</tr>
<tr>
<td>Sensitivity</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>KDD</td>
<td>Lightweigt</td>
<td>6.4</td>
<td>63.0</td>
<td>642.8</td>
</tr>
<tr>
<td>PRONE</td>
<td>2.1</td>
<td>19.6</td>
<td>192.6</td>
<td></td>
</tr>
<tr>
<td>Sensitivity</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>Lightweigt</td>
<td>2.4</td>
<td>17.6</td>
<td>174.8</td>
</tr>
<tr>
<td>PRONE</td>
<td>0.5</td>
<td>3.8</td>
<td>33.7</td>
<td></td>
</tr>
<tr>
<td>Sensitivity</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Algorithm</th>
<th>50</th>
<th>500</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Census</td>
<td>PRONE</td>
<td>7.5</td>
<td>73.2</td>
<td>662.5</td>
</tr>
<tr>
<td>PRONE</td>
<td>(variance)</td>
<td>2.2</td>
<td>22.2</td>
<td>214.7</td>
</tr>
<tr>
<td>PRONE</td>
<td>(covariance)</td>
<td>1.1</td>
<td>10.7</td>
<td>117.4</td>
</tr>
<tr>
<td>k-means++</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Song</td>
<td>PRONE</td>
<td>9.7</td>
<td>95.5</td>
<td>837.5</td>
</tr>
<tr>
<td>PRONE</td>
<td>(variance)</td>
<td>2.3</td>
<td>23.1</td>
<td>217.2</td>
</tr>
<tr>
<td>PRONE</td>
<td>(covariance)</td>
<td>0.8</td>
<td>8.2</td>
<td>82.4</td>
</tr>
<tr>
<td>k-means++</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>KDD</td>
<td>PRONE</td>
<td>6.9</td>
<td>68.3</td>
<td>727.5</td>
</tr>
<tr>
<td>PRONE</td>
<td>(variance)</td>
<td>3.1</td>
<td>32.0</td>
<td>312.4</td>
</tr>
<tr>
<td>PRONE</td>
<td>(covariance)</td>
<td>1.3</td>
<td>12.9</td>
<td>128.4</td>
</tr>
<tr>
<td>k-means++</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>PRONE</td>
<td>1.9</td>
<td>18.3</td>
<td>165.9</td>
</tr>
<tr>
<td>PRONE</td>
<td>(variance)</td>
<td>2.0</td>
<td>17.7</td>
<td>162.9</td>
</tr>
<tr>
<td>PRONE</td>
<td>(covariance)</td>
<td>1.7</td>
<td>16.1</td>
<td>152.6</td>
</tr>
<tr>
<td>k-means++</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
</tbody>
</table>
Running time. Table\textsuperscript{1} shows the relative running time of our algorithm compared to k-means++, assuming that no nearest-center assignment is computed. Our algorithms are designed to have a running time independent of \( k \), so we can see, from the second table in Figure\textsuperscript{1}, all of our variants offer significant speedups.

- The running time of our algorithm stays almost constant as \( k \) increases while the running time of k-means++ scales linearly with \( k \). Specifically for \( k = 25 \), even our slowest variants have about the same running time as k-means++, while for \( k = 5000 \), it is at least 82x faster, and our fastest version is up to 837x faster over k-means++.

- The two variants can affect the quality of the chosen centers by up to an order of magnitude, but they are also significantly slower. The “variance” and “covariance” variants are slower (between 2-4x slower and up to 10x slower, respectively) than the standard variant, and they also become slower as the dimensionality \( d \) increases. We believe these methods could be further sped up, as the b1a2e library’s variance computation routine appears inefficient for our use case.

4 Conclusion and Limitations

To summarize, we present a simple algorithm that provides a new tradeoff between running time and approximation ratio. Our algorithm runs in expected time \( O(\text{nnz}(X) + n \log n) \) to produce a \( \text{poly}(k) \)-approximation; with additional \( \text{poly}(kd) \cdot \log n \) time, we improve the approximation to \( O(\log k) \). This latter bound matches that of k-means++ but offers a significant speedup.

Within a pipeline for constructing coresets, our experiments show that the quality of the coreset produced (when using our algorithm as the initial approximation) outperforms the sensitivity sampling algorithm. It is slower than the lightweight coreset algorithm, but it is more “robust” as it is independent of the diameter of the data set. It does not suffer from the drawback of having an additive error linear in the diameter of the dataset, which can arbitrarily increase the cost of the lightweight coreset algorithm. When computing an optimal assignment for the centers returned by our algorithm, its cost roughly matches the cost for k-means++. When directly using the assignment produced by one variant of our algorithm, its cost is between a factor 2 and 10 worse while being up to 300 times faster.

Our experiments and running time analysis show that our algorithm is very efficient. However, the clustering quality achieved by our algorithm is sometimes not as good as other, slower algorithms. We show that this limitation is insignificant when we use our algorithm to construct coresets. It remains an interesting open problem to understand the best clustering quality (e.g., in terms of approximation ratio) an algorithm can achieve while being as efficient as ours, i.e., running in time \( O(nd + n \log n) \). Another interesting problem is whether other means of projecting the dataset into a \( O(1) \) dimensional space exist, which lead to algorithms with improved approximation guarantees and running time faster than \( O(ndk) \).
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A Problem Setup and Background

In this work, we always consider datasets $X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d$ of high-dimensional vectors, and we will measure their distance using the Euclidean ($\ell_2$) distance. Below, we define $(k, z)$-clustering. This problem introduces a parameter $z \geq 1$, which measures the sensivity to outliers (as $z$ grows, the clusterings become more sensitive to points furthest from the cluster center). The case of $k$-means corresponds to $z = 2$, but other values of $z$ capture other well-known clustering objectives, like $k$-median (the case of $z = 1$).

**Definition A.1** ($(k, z)$-Clustering). Consider a dataset $X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d$, a desired number of clusters $k \in \mathbb{N}$, and a parameter $z \geq 1$. For a set of $k$ centers $C = \{c_1, \ldots, c_k\} \subset \mathbb{R}^d$, let $\text{cost}_z(X, C)$ denote the cost of using the center set $C$ to cluster $X$, i.e.,

$$\text{cost}_z(X, C) = \sum_{i=1}^{n} \min_{j \in [k]} \|x_i - c_j\|^z_2.$$ 

We let $\text{opt}_{k,z}(X)$ denote the optimal cost over all choices of $C = \{c_1, \ldots, c_k\} \subset \mathbb{R}^d$:

$$\text{opt}_{k,z}(X) = \inf_{C \subset \mathbb{R}^d} \text{cost}_z(X, C).$$

A $(k, z)$-clustering algorithm has the following specifications. The algorithm receives as input a dataset $X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d$, as well as two parameters $k \in \mathbb{N}$ and $z \geq 1$. After it executes, the algorithm should output a set of $k$ centers $C = \{c_1, \ldots, c_k\} \subset \mathbb{R}^d$ as well as an assignment $\sigma: [n] \to [k]$ mapping each point $x_i$ to a center $c_{\sigma(i)}$.

We measure the quality of the solution $(C, \sigma)$ using the ratio between its $(k, z)$-clustering cost $\text{cost}_z(X, C, \sigma)$ and the optimal cost $\text{opt}_{k,z}(X)$, where

$$\text{cost}_z(X, C, \sigma) := \sum_{i=1}^{n} \|x_i - c_{\sigma(x_i)}\|^z_2.$$  \hspace{1cm} (1)

For any $D > 1$, an algorithm that produces a $D$-approximation to $(k, z)$-clustering should guarantee that $\text{cost}_z(X, C, \sigma)$ is at most $D \cdot \text{opt}_{k,z}(X)$. For a randomized algorithm, the guarantee should hold with large probability (referred to as the success probability) for any input dataset.

A.1 $k$-Means++ Seeding

The $k$-means++ seeding algorithm is a well-studied algorithm introduced in [6], and it is an important component of our algorithm. Below, we describe it for general $z \geq 1$, not necessarily $z = 2$.

**Definition A.2** ($k$-means++ seeding, for arbitrary $z \geq 1$). Given $n$ data points $x_1, \ldots, x_n \in \mathbb{R}^d$, the $k$-means++ seeding algorithm produces a set of $k$ centers, $x_{\ell_1}, \ldots, x_{\ell_k}$ with the following procedure:

1. Choose $\ell_1$ uniformly at random from $[n]$.
2. For $t = 2, \ldots, k$, sample $\ell_t$ as follows. For every $i \in [n]$, let $p_i$ denote the Euclidean distance from $x_i$ to its closest point among $x_{\ell_1}, \ldots, x_{\ell_{t-1}}$. Sample $\ell_t$ from $[n]$ so that the probability $\Pr[\ell_t = i]$ is proportional to $p_i^z$ for every $i \in [n]$. That is,

$$\Pr[\ell_t = i] = \frac{p_i^z}{\sum_{i' \in [n]} p_{i'}^z}.$$ 

In the context of $k$-means (i.e., when $z = 2$), the distribution is known as the $D^2$ distribution.

3. Output $x_{\ell_1}, \ldots, x_{\ell_k}$.

In the above description, Step 2 of $k$-means++ needs to maintain, for each dataset point $x_i$, the Euclidean distance $p_i$ to its closest center among the centers selected before the current iteration. This step is implemented by making an entire pass over the dataset for each of the $k - 1$ iterations of Step 2 leading to an $O(ndk)$ running time.

**Theorem A.1** ([6], Theorem 3 in [70]). For $x_1, \ldots, x_n \in \mathbb{R}^d$, let $X = \{x_1, \ldots, x_n\}$ be the input to the $k$-means++ seeding algorithm. For the output $x_{\ell_1}, \ldots, x_{\ell_k}$ of the $k$-means++ seeding algorithm, define $C = \{x_{\ell_1}, \ldots, x_{\ell_k}\}$. Then

$$\mathbb{E}[\text{cost}_z(X, C)] = O(2^{2z} \log k) \cdot \text{opt}_{k,z}(X).$$
A.2 Coresets via Sensitivity Sampling

One of our algorithm’s applications is constructing coresets for \((k, z)\)-clustering. We give a formal definition and describe the primary technique for building coresets.

**Definition A.3.** Given a dataset \(X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d\), as well as parameters \(k \in \mathbb{N}, z \geq 1\) and \(\varepsilon > 0\), a (strong) \(\varepsilon\)-coreset for \((k, z)\)-clustering is specified by a set of points \(Y \subset \mathbb{R}^d\) and a weight function \(w: Y \rightarrow \mathbb{R}_{\geq 0}\), such that, for every set \(C = \{c_1, \ldots, c_k\} \subset \mathbb{R}^d\),

\[
(1 - \varepsilon) \cdot \text{cost}_z(X, C) \leq \sum_{y \in Y} w(y) \cdot \min_{j \in [k]} \|y - c_j\|_2^2 \leq (1 + \varepsilon) \cdot \text{cost}_z(X, C).
\]

Coresets are constructed via “sensitivity sampling,” a technique that, given an approximate clustering of a dataset \(X\), produces a probability distribution such that sampling enough points from this distribution results in a coreset.

**Definition A.4 (Sensitivity Sampling).** Consider a dataset \(X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d\), as well as parameters \(k \in \mathbb{N}, z \geq 1\). For a center set \(C = \{c_1, \ldots, c_k\} \subset \mathbb{R}^d\) and assignment \(\sigma: [n] \rightarrow [k]\), let \(X_j = \{x_i: \sigma(i) = j\}\). We let \(D\) be a distribution supported on \(X\) where

\[
\Pr_{x \sim D}[x = x_i] \propto \frac{\|x - c_{\sigma(i)}\|_2^2}{\sum_{j=1}^n \|x_j - c_{\sigma(j)}\|_2^2} + \frac{1}{|X_{\sigma(i)}|}.
\]

The main theorem that we will use is given below, which shows that given a center set and an assignment that gives an \(\alpha\)-approximation to \((k, z)\)-clustering, one may sample from the distribution \(D\) defined above in order to generate a coreset with high probability.

**Theorem A.2 (\cite{[13]}).** For any dataset \(X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d\) and any parameters \(k \in \mathbb{N}\) and \(z \geq 1\), suppose that \(C = \{c_1, \ldots, c_k\} \subset \mathbb{R}^d\) and \(\sigma: [n] \rightarrow [k]\) is a \(\alpha\)-approximation to \((k, z)\)-clustering, i.e.,

\[
\sum_{i=1}^n \|x_i - c_{\sigma(i)}\|_2^2 \leq \alpha \cdot \text{opt}_{k,z}(X).
\]

Letting \(D\) denote the distribution specified in Definition A.4, the following occurs with high probability.

- We let \(y_1, \ldots, y_s\) denote independent samples from \(D\), and \(w(y_i)\) be the inverse of the probability that \(y_i\) is sampled according to \(D\). We set \(s \geq \text{poly}(kd \cdot \alpha / 2^z / \varepsilon)\).
- The set \(Y = \{y_1, \ldots, y_s\}\) with weights \(w\) is an \(\varepsilon\)-coreset for \((k, z)\)-clustering.

A.3 A Simple Lemma

We will repeatedly use the following simple lemma.

**Lemma A.3.** Let \(a, b \in \mathbb{R}_{\geq 0}\) be any two numbers and \(z \geq 1\). Then, \((a + b)^z \leq 2^{z-1}a^z + 2^{z-1}b^z\).

**Proof.** The function \(\phi(t) = t^z\) is convex for \(z \geq 1\), so Jensen’s inequality implies \(\phi((a + b)/2) \leq (1/2)\phi(a) + (1/2)\phi(b)\).

B Approximation Guarantees from One-Dimensional Projections

In this section, we prove Theorem 2.2 (rather, the generalization of Theorem 2.2 to any \(z \geq 1\)) by analyzing the random one-dimensional projection step in our algorithm. In order to introduce some notation, let \(X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d\) be a set of points, and for a partition of \(X\) into \(k\) sets, \((Y_1, \ldots, Y_k)\), we let the \((k, z)\)-clustering cost of \(X\) with the partition \((Y_1, \ldots, Y_k)\) be

\[
\text{cost}_z(Y_1, \ldots, Y_k) = \sum_{i=1}^k \min_{c \in \mathbb{R}^d} \sum_{x \in Y_i} \|x - c\|_2^2
\]

and call the \(k\) points \(c\) selected as minima a set of centers realizing the \((k, z)\)-clustering cost of \((Y_1, \ldots, Y_k)\). We note that \(\text{cost}_z\) is a cost function for \((k, z)\)-clustering, but it is different from
In Definition [A.1] the emphasis is on the set of $k$ centers $C = \{c_1, \ldots, c_k\}$, and the induced set of clustering of $X$, i.e., the partition $(Y_1, \ldots, Y_k)$ given by assigning points to the closest center, is only implicitly specified by the set of centers. On the other hand, (2) emphasizes the clustering $(Y_1, \ldots, Y_k)$, and the set of $k$ centers implicitly specified by $(Y_1, \ldots, Y_k)$. The optimal set of centers and the optimal clustering will achieve the same cost; however, our proof will mostly consider the clustering $(Y_1, \ldots, Y_k)$ as the object to optimize. Shortly, we will sample a (random) dimensionality reduction map $\Pi : \mathbb{R}^d \to \mathbb{R}^t$ and seek bounds for $t = 1$. We will write $\text{cost}_z(\Pi(Y_1), \ldots, \Pi(Y_k))$ for the cost of clustering the points after applying the dimensionality reduction map $\Pi$ to the partition $Y_1, \ldots, Y_k$. Namely, we write

$$\text{cost}_z(\Pi(Y_1), \ldots, \Pi(Y_k)) = \sum_{i=1}^k \min_{c \in \mathbb{R}^t} \sum_{x \in Y_i} \|x - c\|_2^2.$$ 

**Definition B.1.** For a set of points $X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d$, we use $X_k^1, \ldots, X_k^r$ of $X$ to denote the partition of $X$ with minimum $(k, z)$-clustering cost and we use $C^* = \{c^*_1, \ldots, c^*_k\} \subset \mathbb{R}^d$ to denote a set of $k$ centers which realizes the $(k, z)$-clustering cost of $X_k^1, \ldots, X_k^r$, i.e., the set of centers which satisfies

$$\text{cost}_z(X_k^1, \ldots, X_k^r) = \sum_{i=1}^k \sum_{x \in X_k^i} \|x - c^*_i\|_2^2.$$ 

By slight abuse of notation, we also let $c^* : X \to C^*$ be the map which sends every point of $X$ to its corresponding center (i.e., if $x \in X_k^i$, then $c^*(x)$ is the point $c^*_i$).

We prove the following lemma, which generalizes Lemma 2.5 from $k$-means to $(k, z)$-clustering (recall that $k$-means corresponds to the case of $z = 2$).

**Lemma B.1** (Effect of One-Dimensional Projection on $(k, z)$-Clustering). For $n, d, k \in \mathbb{N}$ and $z \geq 1$, let $X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d$ be an arbitrary dataset. We consider the (random) linear map $\Pi : \mathbb{R}^d \to \mathbb{R}$ given by sampling $g \sim \mathcal{N}(0, I_d)$ and setting

$$\Pi(x) = \langle x, g \rangle.$$ 

With probability at least 0.9 over $g$, the following occurs:

- We consider the projected dataset $X' = \{x'_1, \ldots, x'_n\} \subset \mathbb{R}$ be given by $x'_i = \Pi(x_i)$, and
- For any $r \geq 1$, we let $(Y_1, \ldots, Y_k)$ denote any partition of $X$ satisfying

$$\text{cost}_z(\Pi(Y_1), \ldots, \Pi(Y_k)) \leq r \cdot \min_{c_1, \ldots, c_k \in \mathbb{R}} \sum_{j=1}^k \min_{x \in [k]} |x'_j - c_j|^2.$$ 

Then,

$$\text{cost}_z(Y_1, \ldots, Y_k) \leq 2^{O(z)} \cdot k^{2z} \cdot r \cdot \text{opt}_{k, z}(X).$$ 

By setting $z = 2$, we obtain the desired bound from Lemma 2.5. We can immediately see that, from Lemma B.1 and the approximation guarantees of $k$-means++ (or rather, its generalization to $z \geq 1$) in Theorem A.1, we obtain our desired approximation guarantees. Below, we state the generalization of Theorem 2.2 to all $z \geq 1$ and, assuming Lemma B.1 its proof.

**Theorem B.2** (Generalization of Theorem 2.2 to $z \geq 1$). For $n, d, k \in \mathbb{N}$ and $z \geq 1$, let $X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d$ be an arbitrary dataset. We consider the following generalization of our algorithm PRONE:

1. Sample a random Gaussian vector $g \sim \mathcal{N}(0, I_d)$ and consider the projection $X' = \{x'_1, \ldots, x'_n\}$ given by $x'_i = \Pi(x_i)$, for $\Pi(x) = \langle x, g \rangle \in \mathbb{R}$.
2. Execute the (generalization of the) $k$-means++ seeding strategy for $z \geq 1$ of Definition A.2 with the dataset $X' \subset \mathbb{R}$, and let $x_{j_1}', \ldots, x_{j_m}' \in \mathbb{R}$ denote the centers and $(Y_1, \ldots, Y_k)$ denote the partition of $X$ specifying the $k$ clusters found.
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Then, with probability at least $\phi$ where the second inequality is Jensen’s inequality, since

\[
\text{cost}(Y_1, \ldots, Y_k) \leq \sum_{\ell=1}^{k} \sum_{x \in Y_\ell} \|x - c_\ell\|^2_2 \leq 2^{O(z)} \cdot k^{2z} \cdot \log k \cdot \text{opt}_{k,z}(X).
\]

Proof of Theorem B.2 assuming Lemma B.1. We consider the case (over the randomness in the execution of the algorithm) that:

1. The conclusions of Lemma B.1 hold for the projected dataset $X'$ (which happens with probability at least 0.9) by Lemma B.1

2. The execution of the generalization $k$-means++ seeding strategy on $X'$ (from Definition A.2) produces a set of centers $\{x'_{j_1}, \ldots, x'_{j_k}\} \subset \mathbb{R}$ which cluster $X'$ with cost at most $O(2^{2z} \log k) \cdot \text{opt}_{k,z}(X')$ (which also happens with probability 0.9 by Markov’s inequality).

By a union bound, both hold with probability at least 0.8. We now use Lemma B.1 to upper bound the cost of the clustering $(Y_1, \ldots, Y_k)$. The first inequality is trivial; suppose we let $\hat{c}_1, \ldots, \hat{c}_k \in \mathbb{R}^d$ be the centers which minimize for each $\ell \in [k]$

\[
\min_{\hat{c}_\ell \in \mathbb{R}^d} \sum_{x \in Y_\ell} \|x - \hat{c}_\ell\|^2_2 = \sum_{x \in Y_\ell} \|x - c_\ell\|^2_2.
\]

Then, we trivially have

\[
\text{cost}_z(Y_1, \ldots, Y_k) = \sum_{\ell=1}^{k} \sum_{x \in Y_\ell} \|x - c_\ell\|^2_2 \leq \sum_{\ell=1}^{k} \sum_{x \in Y_\ell} \|x - \hat{c}_\ell\|^2_2.
\]

Furthermore, we can also show a corresponding upper bound. For each $\ell \in [k]$, recall that $c_\ell \in \mathbb{R}^d$ is the center of mass of $Y_\ell$, so we can apply the triangle inequality and Lemma A.3

\[
\sum_{x \in Y_\ell} \|x - c_\ell\|^2_2 \leq 2^{z-1} \sum_{x \in Y_\ell} \|x - \hat{c}_\ell\|^2_2 + 2^{z-1} \|Y_\ell\| \cdot \|\hat{c}_\ell - \mathbb{E}_{x \sim Y_\ell} [x]\|^2_2
\]

\[
\leq 2^{z-1} \sum_{x \in Y_\ell} \|x - \hat{c}_\ell\|^2_2 + 2^{z-1} \|Y_\ell\| \cdot \mathbb{E}_{x \sim Y_\ell} [\|x - \hat{c}_\ell\|^2_2],
\]

where the second inequality is Jensen’s inequality, since $\phi(x) = \|\hat{c}_\ell - x\|^2_2$ is convex for $z \geq 1$. Thus, we have upper-bounded

\[
\sum_{x \in Y_\ell} \|x - c_\ell\|^2_2 \leq 2^{2z} \sum_{x \in Y_\ell} \|x - \hat{c}_\ell\|^2_2,
\]

and therefore

\[
\sum_{\ell=1}^{k} \sum_{x \in Y_\ell} \|x - c_\ell\|^2_2 \leq 2^{2z} \cdot \text{cost}_z(Y_1, \ldots, Y_k).
\]

The final step involves relating $\text{cost}_z(Y_1, \ldots, Y_k)$ using the conclusions of Lemma B.1. Notice that our algorithm produces the clustering $(Y_1, \ldots, Y_k)$ of $X'$ which is specified by letting

\[
Y_\ell = \{x_i : \forall j' \in [k], |x_i - x_{j_i}'| \leq |x_i - x_{j'}|\},
\]

and by the event II, we have $\text{cost}_z(\Pi(Y_1), \ldots, \Pi(Y_k)) \leq O(2^{2z} \log k) \cdot \text{opt}_{k,z}(X')$. By event I, Lemma B.1 implies that $\text{cost}_z(Y_1, \ldots, Y_k) \leq 2^{O(z)} \cdot k^{2z} \cdot O(2^{2z} \log k) \cdot \text{opt}_{k,z}(X)$. Combined with (3), we obtain our desired bound. \hfill \square
B.1 Proof of Lemma [B.1]

We now turn to the proof of Lemma [B.1] where our analysis will proceed in two steps. First, we assume a fixed dimensionality reduction map \( \Pi : \mathbb{R}^d \to \mathbb{R}^t \), which satisfies two geometrical conditions on \( \Pi \). Under these conditions, we show how to “lift” an approximate clustering of the mapped points in \( \mathbb{R}^t \) to an approximate clustering of the original dataset in \( \mathbb{R}^d \) at the cost of weakening the approximation ratio. Then, we show that a simple one-dimensional projection \( \Pi : \mathbb{R}^d \to \mathbb{R} \) given by \( \Pi(x) = \langle x, g \rangle \), for \( g \) being sampled from a \( d \)-dimensional standard Gaussian, satisfies the geometrical conditions of our lemma.

**Lemma B.3.** Let \( X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d \) and \( \Pi : \mathbb{R}^d \to \mathbb{R}^t \) be a linear map. Let \( C = \{c_1, \ldots, c_k\} \subset \mathbb{R}^d \) denote the set of centers minimizing \( \text{cost}_z(X, C) \), and \( (X_1^*, \ldots, X_k^*) \) denote the optimal \((k, z)\)-clustering, and suppose that for the parameters \( D_1, D_2, D_3 \geq 1 \), the following conditions hold:

- **Centers Don’t Contract:** Every \( i, j \in [k] \) satisfies
  \[ \|c^*_i - c^*_j\|_2 \leq D_1 \cdot \|\Pi(c^*_i) - \Pi(c^*_j)\|_2. \]

- **Cost of \((X_1^*, \ldots, X_k^*)\) does not Increase:** We have that
  \[ \sum_{i=1}^k \sum_{x \in X_i^*} \|\Pi(x) - \Pi(c^*_i)\|_2^2 \leq D_2 \cdot \text{cost}_z(X_1^*, \ldots, X_k^*). \]

- **Approximately Optimal \((\Pi(Y_1), \ldots, \Pi(Y_k))\):** The partition \((Y_1, \ldots, Y_k)\) of \( X \) is \( D_3\)-approximately optimal for \( \Pi(X) \), i.e.,
  \[ \text{cost}_z(\Pi(Y_1), \ldots, \Pi(Y_k)) \leq D_3 \cdot \min_{c_1, \ldots, c_k \in \mathbb{R}^t} \sum_{x \in X} \min_{j \in [k]} \|\Pi(x) - c_j\|_2^2. \]

Then,
\[ \text{cost}_z(Y_1, \ldots, Y_k) \leq \left(2^{z-1} + 2^{3z-2}D_1^2D_2(1 + D_3)\right) \cdot \text{cost}_z(X_1^*, \ldots, X_k^*). \]

Before starting the proof of Lemma B.3 we show that projecting points onto a random Gaussian vector gives the first two desired guarantees of the above lemma with \( D_1 := (k^2/\delta) \) and \( D_2 := 2O(z)/\delta \) with probability at least \( 1 - \delta \). The first lemma that we state below shows that the first condition of Lemma B.3 is satisfied with high probability, and the second lemma that the second condition of Lemma B.3 is satisfied with high probability.

**Lemma B.4 (Centers Don’t Contract).** Let \( C = \{c_1, \ldots, c_k\} \subset \mathbb{R}^d \) denote any collection of \( k \) points and let \( \Pi : \mathbb{R}^d \to \mathbb{R} \) be a random map given by
\[ \Pi(x) = \langle x, g \rangle \]
for a randomly chosen vector \( g \sim \mathcal{N}(0, I_d) \). Then, with probability at least \( 1 - \delta \) over \( g \), every \( i, j \in [k] \) satisfies
\[ \left( \frac{\delta}{k^2} \right) \cdot \|c_i - c_j\|_2 \leq \|\Pi(c_i) - \Pi(c_j)\|_2. \]

**Lemma B.5 (Cost of \((X_1^*, \ldots, X_k^*)\) does not Increase).** Let \( X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d \) and let \( X_1^*, \ldots, X_k^* \) be the partition of \( X \), and \( c_1^*, \ldots, c_k^* \in \mathbb{R}^d \) be the centers which minimize the \((k, z)\)-clustering cost of \( X \). Then, with probability at least \( 1 - \delta \),
\[ \sum_{i=1}^k \sum_{x \in X_i^*} \|\Pi(x) - \Pi(c_i^*)\|_2^2 \leq \left(\frac{2^O(z)}{\delta}\right) \sum_{i=1}^k \sum_{x \in X_i^*} \|x - c_i^*\|_2^2. \]

**Proof of Lemma B.1 assuming Lemma B.3, Lemma B.4 and Lemma B.5.** We will apply Lemma B.3 by letting \( \delta \) be a small enough constant (say, \( \delta = 0.01\)) to take a union bound. Lemma B.4 implies the first condition with \( D_1 = O(k^2) \) and Lemma B.5 implies the second condition with \( D_2 = 2O(z) \). Finally, the second assumption of Lemma B.1 sets \( r = D_3 \), from which we derive the conclusion. \( \square \)
We now prove Lemma B.4. Lemma B.5. Lemma B.3 is proved in Subsection B.2.

Proof of Lemma B.4. The proof relies on the 2-stability property of the Gaussian distribution. Namely, if we let \( z \in \mathbb{R}^d \) be an arbitrary vector and we sample a standard Gaussian vector \( g \sim N(0, I_d) \), the (scalar) random variable \( \langle z, g \rangle \) is distributed like \( \|z\|_2 \cdot g' \), where \( g' \sim N(0, 1) \). Using the 2-stability of the Gaussian distribution for every \( i, j \in [k] \), we have that \( \|\Pi(c_i) - \Pi(c_j)\|_2^2 \) is distributed as \( (g')^2 \|c_i - c_j\|_2^2 \), where \( g' \) is distributed as a (one-dimensional) Gaussian \( N(0, 1) \). Thus, by a union bound, the probability that there exists a pair \( i, j \in [k] \), which satisfies \( \|\Pi(c_i) - \Pi(c_j)\|_2^2 < \alpha^2 \cdot \|c_i - c_j\|_2^2 \) is at most \( k^2 \) times the probability that a Gaussian random variable lies in \([-\alpha, \alpha]\), and this probability is easily seen to be less than \( \alpha \). Setting \( \alpha = \delta/k^2 \) gives the desired lemma.

Proof of Lemma B.5. Similarly to the proof of Lemma B.4, we have that \( \|\Pi(x) - \Pi(c_i^*)\|_2^2 \) is distributed as \( |g'|^2 \cdot \|x - c_i^*\|_2^2 \), where \( g' \) is distributed as a (one-dimensional) Gaussian \( N(0, 1) \). By linearity of expectation,

\[
\mathbb{E}_{\Pi \sim \mathcal{J}_d} \left[ \sum_{i=1}^k \sum_{x \in X_i} \|\Pi(x) - \Pi(c_i^*)\|_2^2 \right] = \sum_{i=1}^k \sum_{x \in X_i} \mathbb{E}_{g' \sim N(0, 1)} \left[ |g'|^2 \cdot \|x - c_i^*\|_2^2 \right].
\]

To conclude, note that for \( z \geq 1 \), there is some \( \alpha > 1 \) such that \( \alpha z \) is an even integer and \( \alpha \leq 2 \). Thus, by Jensen’s inequality and the fact that \( f(x) = x^{1/\alpha} \) is concave we can write

\[
\mathbb{E}_{g' \sim N(0, 1)} \left[ |g'|^2 \right] \leq \left( \mathbb{E} \left[ (g')^{\alpha z} \right] \right)^{1/\alpha}
\]

Now note that all odd moments of the Gaussian distribution are zero by symmetry. Thus, for the moment generating function \( \mathbb{E}[e^{g'}] \) it holds that

\[
\mathbb{E}[e^{g'}] = \sum_{k=0}^{\infty} \frac{1}{(2k)!} \cdot \mathbb{E}[g'^{2k}].
\]

As \( \mathbb{E}[e^{g'}] \leq e^{1/2} \) it follows that

\[
(\mathbb{E}[(g')^{\alpha z}])^{1/\alpha} \leq \left( (\alpha z)! \mathbb{E}[e^{g'}] \right)^{1/\alpha} \leq \left( (\alpha z)! e^{1/2} \right)^{1/\alpha} \leq 2^{O(z)}.
\]

Applying Markov’s inequality now completes the proof.

B.2 Proof of Lemma B.3

Let \( \{\hat{c}_i\}_{i \in [k]} \) be an optimal set of centers for the partition \( (Y_1, \ldots, Y_k) \) for the \((k, z)\)-clustering problem on \( \Pi(X) \), where \( \hat{c}_i \in Y_i \). Specifically, the points \( \hat{c}_1, \ldots, \hat{c}_k \in \mathbb{R}^d \) are those which minimize

\[
\text{cost}(\Pi(Y_1), \ldots, \Pi(Y_k)) \overset{\text{def}}{=} \sum_{i=1}^k \sum_{x \in Y_i} \|\Pi(x) - \hat{c}_i\|_2^2.
\]

To quantize the cost difference between the centers \( c_i^* \) and the centers \( \hat{c} \) we analyze the following value. We assume we mapped every point of \( X \) to \( \Pi c_i^*(X) \), and we then compute the cost of the partition \( Y_1, \ldots, Y_k \) on this set. Formally, we let

\[
\text{val}(\Pi, c^*, Y_1, \ldots, Y_k) = \sum_{i=1}^k \sum_{j=1}^k |Y_i \cap X_j^*| \cdot \|\Pi(c_j^*) - \hat{c}_i\|_2^2.
\]

First, we prove the following simple claim.

Claim B.6. There exists a set of centers \( c_1^*, \ldots, c_k^* \) (with possible repetitions) which are chosen among the points \( \{c_1^*, \ldots, c_k^*\} \) such that

\[
\sum_{i=1}^k \sum_{j=1}^k |Y_i \cap X_j^*| \cdot \|\Pi(c_j^*) - \Pi(c_i^*)\|_2^2 \leq 2^z \cdot \text{val}(\Pi, c^*, Y_1, \ldots, Y_k).
\]
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Proof. We will prove the claim using the probabilistic method. For every $i \in [k]$, consider the distribution over center $\{c_1^i, \ldots, c_k^i\}$ which samples a center $c_i^*$ as

$$\Pr_{c_i^*}[c_i^* = c_j^*] = \frac{|Y_i \cap X_j^*|}{\sum_{j=1}^{k} |Y_i \cap X_j^*|}.$$

Then, we upper bound the expected cost of using the centers $c_i^*$. Using Lemma [A.3]

$$\mathbb{E} \left[ \sum_{i=1}^{k} \sum_{j=1}^{k} |Y_i \cap X_j| \cdot \|\Pi(c_j^*) - \Pi(c_i^*)\|_2^2 \right]$$

$$\leq \sum_{i=1}^{k} \sum_{j=1}^{k} |Y_i \cap X_j| \cdot \mathbb{E} \left[ \|\Pi(c_j) - \hat{c}_i\|_2 + \|\Pi(c_j^*) - \hat{c}_i\|_2 \right]$$

$$\leq 2^{z-1} \sum_{i=1}^{k} \sum_{j=1}^{k} |Y_i \cap X_j| \cdot \|\Pi(c_j^*) - \hat{c}_i\|_2^2 + 2^{z-1} \sum_{i=1}^{k} \left( \sum_{j=1}^{k} |Y_i \cap X_j^*| \right) \mathbb{E} \left[ \|\Pi(c_j^*) - \hat{c}_i\|_2^2 \right]$$

$$= 2^{z-1} \cdot \text{val}(\Pi, c^*, Y_1, \ldots, Y_k) + 2^{z-1} \sum_{i=1}^{k} \left( \sum_{j=1}^{k} |Y_i \cap X_j^*| \right) \sum_{i=1}^{k} \sum_{j=1}^{k} |Y_i \cap X_j^*| \cdot \|\Pi(c_j^*) - \hat{c}_i\|_2^2$$

$$= 2^z \cdot \text{val}(\Pi, c^*, Y_1, \ldots, Y_k).$$

We now upper bound $\text{cost}_z(Y_1, \ldots, Y_n)$ in terms of $\text{cost}_z(X_1^*, \ldots, X_k^*)$. We do this by going through the centers chosen according to Claim [B.6] This will allow us to upper bound the cost of clustering with $(Y_1, \ldots, Y_k)$ as well as clustering cost involving only pairwise distances from $\{c_1^i, \ldots, c_k^i\}$. Then, we relate to distances after applying the map $\Pi$. Specifically, first notice that if we consider the set of centers $c_1^i, \ldots, c_k^i$ chosen from Claim [B.6]

$$\text{cost}_z(Y_1, \ldots, Y_n) \leq \sum_{i=1}^{k} \sum_{x \in Y_i} \|x - c_1^i\|_2^2$$

$$\leq \sum_{i=1}^{k} \sum_{j=1}^{k} \sum_{x \in Y_i \cap X_j^*} \left( \|x - c_j^i\|_2 + \|c_j^i - c_1^i\|_2 \right)^2$$

$$\leq 2^{z-1} \cdot \text{cost}_z(X_1^*, \ldots, X_k^*) + 2^{z-1} \sum_{i=1}^{k} \sum_{j=1}^{k} |Y_i \cap X_j^*| \cdot \|c_j^i - c_1^i\|_2^2,$$  (4)

where the third inequality uses Lemma [A.3] once more. Note that the right-most summation of (4) involves distances which are only among $c_1^i, \ldots, c_k^i$, so by the first assumption of the map $\Pi$ and Claim [B.6] we may upper bound

$$\sum_{i=1}^{k} \sum_{j=1}^{k} |Y_i \cap X_j^*| \cdot \|c_j^i - c_1^i\|_2^2 \leq D_1^z \sum_{i=1}^{k} \sum_{j=1}^{k} |Y_i \cap X_j^*| \cdot \|\Pi(c_j^i) - \Pi(c_1^i)\|_2^2$$

$$\leq D_1^* \cdot 2^z \cdot \text{val}(\Pi, c^*, Y_1, \ldots, Y_k).$$  (5)

Combining (4) and (5), we may upper bound

$$\text{cost}_z(Y_1, \ldots, Y_n) \leq 2^{z-1} \cdot \text{cost}_z(X_1^*, \ldots, X_k^*) + D_1^* \cdot 2^{z-1} \cdot \text{val}(\Pi, c^*, Y_1, \ldots, Y_k)$$

$$= 2^{z-1} \cdot \text{cost}_z(X_1^*, \ldots, X_k^*) + D_1^* \cdot 2^{z-1} \sum_{i=1}^{k} \sum_{j=1}^{k} |Y_i \cap X_j^*| \cdot \|\Pi(c_j^i) - \hat{c}_i\|_2^2.$$  (6)

We continue upper bounding the right-most expression in (6) by applying the triangle inequality:

$$\sum_{i=1}^{k} \sum_{j=1}^{k} |Y_i \cap X_j^*| \cdot \|\Pi(c_j^i) - \hat{c}_i\|_2^2$$
Moreover, the algorithm always runs in time $O(\log n)$. As in Theorem B.2, we consider a generalized version of PRONE algorithm where we run $k$-means++ seeding for general $z \geq 1$ (Definition A.3) in Step 2. We prove the following generalized version of Theorem 2.1.

**Theorem C.1** (Theorem 2.1 for general $z \geq 1$). Let $X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d$ be a dataset consisting of $n$ points in $d$ dimensions. Assume that $d \leq \text{nnz}(X)$, which can be ensured after removing redundant dimensions $j \in [d]$ where the $j$-th coordinate of every $x_i$ is zero. For any $z \geq 1$, the algorithm PRONE (for general $z$ as in Theorem B.2) has expected running time $O(\text{nnz}(X) + 2^{\frac{3}{2}z^2}n \log n)$ on $X$. For any $\delta \in (0, 1/2)$, with probability at least $1 - \delta$, the algorithm runs in time $O(\text{nnz}(X) + 2^{\frac{3}{2}z^2}n \log(n))$. Moreover, the algorithm always runs in time $O(\text{nnz}(X) + n \log n + nk)$.

To prove Theorem 2.1, we show an efficient implementation (Algorithm 1) of the $k$-means++ seeding procedure that runs in expected time $O(2^{\frac{3}{2}z^2}n \log n)$ for one-dimensional points (Lemma C.3). A naive implementation of the seeding procedure would take $\Theta(nk)$ time in one dimension because we need $\Theta(n)$ time to update $p_i$ and sample from the $D^2$ distribution to add each of the $k$ centers. To obtain an improved and provable running time, we use a basic binary tree data structure to sample from the $D^2$ distribution more efficiently, and we use a potential argument to bound the number of updates to $p_i$.

The data structure $S$ we use in Algorithm 1 can be implemented as a basic binary tree, as described in more detail in Appendix D. The data structure $S$ keeps track of $n$ nonnegative numbers $s_1, \ldots, s_n$ corresponding to $p_1, \ldots, p_n$ and it supports the following operations:

1. **Initialize($a$).** Given an array $a = (a_1, \ldots, a_n) \in \mathbb{R}^n_0$, the operation Initialize($a$) creates a data structure $S$ that keeps track of the numbers $s_1, \ldots, s_n$ initialized so that $(s_1, \ldots, s_n) = (a_1, \ldots, a_n)$. This operation runs in $O(n)$ time.
2. **Sum($S$).** The operation Sum($S$) returns the sum $s_1 + \cdots + s_n$. This operation runs in $O(1)$ time, as the value will be maintained as the data structure is updated.
3. **Find($S$, $r$).** Given a number $r \in [0, \sum_{i=1}^n s_i)$, the operation Find($S$, $r$) returns the unique index $\ell \in \{1, \ldots, n\}$ such that
   \[
   \sum_{i=1}^{\ell-1} s_i < r < \sum_{i=1}^\ell s_i.
   \]
   This operation runs in $O(\log n)$ time.
4. **Update($S$, $a$, $i_1$, $i_2$).** Given an array $a = (a_1, \ldots, a_n) \in \mathbb{R}^n_0$ and indices $i_1, i_2$ satisfying $1 \leq i_1 \leq i_2 \leq n$, the operation Update($S$, $a$, $i_1$, $i_2$) performs the updates $s_i \leftarrow a_i$ for every $i = i_1, i_1 + 1, \ldots, i_2$. This operation runs in $O((i_2 - i_1 + 1) + \log n)$ time.

By the third assumption of the lemma, we note that

\[
\text{cost}_z(\Pi(Y_1), \ldots, \Pi(Y_k)) \leq D_3 \cdot \min_{c_1, \ldots, c_k \in \mathbb{R}^d} \sum_{x \in X} \min_{j \in [k]} \|\Pi(x) - c_j\|_2
\]

\[
\leq D_3 \cdot \sum_{j=1}^k \sum_{x \in X_j} \|\Pi(x) - \Pi(c_j^*)\|_2 \leq D_3 D_2 \cdot \text{cost}_z(X_1^*, \ldots, X_k^*). 
\]

Summarizing by plugging (7) and (8) into (6), can upper bound

\[
\text{cost}_z(Y_1, \ldots, Y_n) \leq (2^{z-1} + 2^{3z-2} \cdot D_1 D_2 (1 + D_1)) \cdot \text{cost}_z(X_1^*, \ldots, X_k^*).
\]

### C Efficient Seeding in One Dimension

In this section, we prove Theorem 2.1, which shows an upper bound for the running time of our algorithm PRONE. As in Theorem B.2 we consider a generalized version of PRONE where we run $k$-means++ seeding for general $z \geq 1$ (Definition A.3) in Step 2. We prove the following generalized version of Theorem 2.1.

**Theorem C.1** (Theorem 2.1). Let $X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d$ be a dataset consisting of $n$ points in $d$ dimensions. Assume that $d \leq \text{nnz}(X)$, which can be ensured after removing redundant dimensions $j \in [d]$ where the $j$-th coordinate of every $x_i$ is zero. For any $z \geq 1$, the algorithm PRONE (for general $z$ as in Theorem B.2) has expected running time $O(\text{nnz}(X) + 2^{\frac{3}{2}z^2}n \log n)$ on $X$. For any $\delta \in (0, 1/2)$, with probability at least $1 - \delta$, the algorithm runs in time $O(\text{nnz}(X) + 2^{\frac{3}{2}z^2}n \log(n))$. Moreover, the algorithm always runs in time $O(\text{nnz}(X) + n \log n + nk)$.

To prove Theorem 2.1, we show an efficient implementation (Algorithm 1) of the $k$-means++ seeding procedure that runs in expected time $O(2^{\frac{3}{2}z^2}n \log n)$ for one-dimensional points (Lemma C.3). A naive implementation of the seeding procedure would take $\Theta(nk)$ time in one dimension because we need $\Theta(n)$ time to update $p_i$ and sample from the $D^2$ distribution to add each of the $k$ centers. To obtain an improved and provable running time, we use a basic binary tree data structure to sample from the $D^2$ distribution more efficiently, and we use a potential argument to bound the number of updates to $p_i$.

The data structure $S$ we use in Algorithm 1 can be implemented as a basic binary tree, as described in more detail in Appendix D. The data structure $S$ keeps track of $n$ nonnegative numbers $s_1, \ldots, s_n$ corresponding to $p_1, \ldots, p_n$ and it supports the following operations:

1. **Initialize($a$).** Given an array $a = (a_1, \ldots, a_n) \in \mathbb{R}^n_0$, the operation Initialize($a$) creates a data structure $S$ that keeps track of the numbers $s_1, \ldots, s_n$ initialized so that $(s_1, \ldots, s_n) = (a_1, \ldots, a_n)$. This operation runs in $O(n)$ time.
2. **Sum($S$).** The operation Sum($S$) returns the sum $s_1 + \cdots + s_n$. This operation runs in $O(1)$ time, as the value will be maintained as the data structure is updated.
3. **Find($S$, $r$).** Given a number $r \in [0, \sum_{i=1}^n s_i)$, the operation Find($S$, $r$) returns the unique index $\ell \in \{1, \ldots, n\}$ such that
   \[
   \sum_{i=1}^{\ell-1} s_i < r < \sum_{i=1}^\ell s_i.
   \]
   This operation runs in $O(\log n)$ time.
4. **Update($S$, $a$, $i_1$, $i_2$).** Given an array $a = (a_1, \ldots, a_n) \in \mathbb{R}^n_0$ and indices $i_1, i_2$ satisfying $1 \leq i_1 \leq i_2 \leq n$, the operation Update($S$, $a$, $i_1$, $i_2$) performs the updates $s_i \leftarrow a_i$ for every $i = i_1, i_1 + 1, \ldots, i_2$. This operation runs in $O((i_2 - i_1 + 1) + \log n)$ time.
Algorithm 1: Efficient $k$-means++ seeding in one dimension

**Input:** Points $x_1, \ldots, x_n \in \mathbb{R}; k \in \mathbb{Z}$ satisfying $1 \leq k \leq n$; real number $z \geq 1$.

**Output:** Centers $x_{t_1}, \ldots, x_{t_k} \in \mathbb{R};$ assignment $\sigma : [n] \rightarrow [k]$.

1. Sort and re-order the points so that $x_1 \leq \cdots \leq x_n$;
2. Choose $\ell_1$ uniformly at random from $\{1, \ldots, n\}$;
3. Initialize $a = (a_1, \ldots, a_n)$ by setting $a_i \leftarrow |x_i - x_{\ell_1}|^2$ for every $i = 1, \ldots, n$;
4. $S \leftarrow \text{Initialize}(a)$;
5. **for** $t = 2, \ldots, k$ **do**
   6. Choose $r$ uniformly at random from $[0, \text{Sum}(S))$;
   7. $\ell_t \leftarrow \text{Find}(S, r)$; $a_{\ell_t} \leftarrow 0$; $i \leftarrow \ell_t - 1$; $j \leftarrow \ell_t + 1$;
   8. **while** $i \geq 0$ **and** $|x_i - x_{\ell_t}|^2 < a_i$ **do**
   9. $a_i \leftarrow |x_i - x_{\ell_t}|^2$;
   10. $i \leftarrow i - 1$;
   **end**
   11. **while** $j \leq n$ **and** $|x_j - x_{\ell_t}|^2 < a_j$ **do**
   12. $a_j \leftarrow |x_j - x_{\ell_t}|^2$;
   13. $j \leftarrow j + 1$;
   **end**
   14. **Update** $(S, a, i + 1, j - 1)$;
7. **end**
18. Sort and re-order $\ell_1, \ldots, \ell_k$ so that $\ell_1 \leq \cdots \leq \ell_k$;
19. $i \leftarrow 1$; $j \leftarrow 1$;
20. **while** $i \leq n$ **do** // Assign $x_i$ to the closest center $x_{\ell_{\sigma(i)}}$ among $x_{\ell_1}, \ldots, x_{\ell_k}$ //
   21. **if** $j < k$ **and** $|x_i - x_{\ell_j}| \geq |x_i - x_{\ell_{j+1}}|$ **then**
   22. $j \leftarrow j + 1$;
   **else**
   24. $\sigma(i) \leftarrow j$;
   25. $i \leftarrow i + 1$;
   **end**
26. **end**
28. **return** $x_{\ell_1}, \ldots, x_{\ell_k}$ and $\sigma$ (converted to the old ordering of $x_1, \ldots, x_n$ before Line 1);

The following claim shows that Algorithm 1 correctly implements the $k$-means++ seeding procedure in one dimension.

**Claim C.2.** Consider the values of $t, a_1, \ldots, a_n$ and the data structure $S$ at the beginning of each iteration of the for-loop (i.e., right before Line 7). Let $s_1, \ldots, s_n$ be the numbers the data structure $S$ keeps track of. For every $i = 1, \ldots, n$, define $p_i := \min_{t=1,\ldots,t-1} |x_i - x_{s_t}|$. Then $s_1 = a_1 = p_1^2$ for every $i = 1, \ldots, n$. Consequently, the distribution of $\ell_t$ at Line 7 conditioned on the execution history so far satisfies $\Pr[\ell_t = i] = p_i^2 / \sum_{i'=1}^n p_{i'}^2$ for every $i = 1, \ldots, n$.

The claim follows immediately by induction over the iterations of the for-loop based on the description of the data structure $S$ and its operations above. The following lemma bounds the running time of Algorithm 1.

**Lemma C.3** (Lemma C.4 for general $z \geq 1$). The expected running time of Algorithm 1 is $O(2^{z/2} n \log n)$. For any $\delta \in (0, 1/2)$, with probability at least $1 - \delta$, Algorithm 1 runs in time $O(2^{z/2} n \log(n/\delta))$. Moreover, Algorithm 1 always runs in time $O(n \log n + nk)$.

Before proving Lemma C.3, we first use it to prove Theorem C.1.

**Proof of Theorem C.1**. Lemma C.3 bounds the running time of Step 2 of our algorithm PRONE defined in Section 7. Now we show that Step 1 (random one-dimensional projection) can be performed in time $O(n \text{nnz}(X) + n)$. Indeed, $x'_i$ can be computed as $x'_i = \sum_j x_{ij} v_j$ where the sum is over all the non-zero coordinates $x_{ij}$ of $x_i$, and each $v_j$ is drawn independently from the one-dimensional standard Gaussian (the value of $v_j$ should be shared for all $i$). The time needed to compute $x'_1, \ldots, x'_n$ in this way is $O(n \text{nnz}(X) + n)$. In Step 3 of PRONE, we compute the center of mass for every cluster.
We define a nonnegative potential function \( \phi \). Moreover, for some absolute constant \( B > 0 \), and for every \( \delta \in (0, 1/2) \), it holds that
\[
\Pr[u_i \leq B2^{z/2} \sqrt{n/\delta}] \geq 1 - \delta.
\]

Before proving Lemma C.4, we first use it to prove Lemma C.3.

Proof of Lemma C.3: Recall that for \( i = 1, \ldots, n \) and \( t = 2, \ldots, k \), we define \( \xi(i, t) = 1 \) if \( a_i \) is updated at Line 9 in iteration \( t \) and \( \xi(i, t) = 0 \) otherwise. Similarly, for \( j = 1, \ldots, n \) and \( t = 2, \ldots, k \), we define \( \xi'(j, t) = 1 \) if \( a_j \) is updated at Line 13 in iteration \( t \) and \( \xi'(j, t) = 0 \) otherwise.

The computation at Lines 14 takes \( O(n \log n) \) time. The computation at Lines 18-28 takes \( O(k \log k + n) = O(n \log n) \) time. For \( t = 2, \ldots, k \), iteration \( t \) of the for-loop takes time \( O(n + \sum_{i=1}^n \xi(i, t) + \sum_{i=1}^n \xi'(i, t)) \). Summing them up, the total running time of Algorithm 1 is
\[
O\left(n \log n + \sum_{i=1}^n \sum_{t=2}^k \xi(i, t) + \sum_{i=1}^n \sum_{t=2}^k \xi'(i, t)\right).
\]

By Lemma C.4
\[
\mathbb{E}\left[\sum_{i=1}^n \xi(i, t)\right] = \mathbb{E}\left[\sum_{i=1}^n u_i\right] = O(2^{z/2} n \log n).
\]

Also, for any \( \delta' \in (0, 1/2) \), setting \( \delta = \delta'/n \) in Lemma C.4 by the union bound we have
\[
\Pr\left[\sum_{i=1}^n \sum_{t=2}^k \xi(i, t) \leq 2B2^{z/2} n \log(n/\delta')\right] \geq 1 - n\delta
\]
\[
= 1 - \delta'.
\]

Similarly to (10) and (11) we have
\[
\mathbb{E}\left[\sum_{i=1}^n \sum_{t=2}^k \xi'(i, t)\right] = O(2^{z/2} n \log n), \quad \text{and}
\]
\[
\Pr\left[\sum_{i=1}^n \sum_{t=2}^k \xi'(i, t) \leq 2B2^{z/2} n \log(n/\delta')\right] \geq 1 - \delta'.
\]

Plugging (10) and (11) into (9) proves that the expected running time of Algorithm 1 is \( O(2^{z/2} n \log n) \). Choosing \( \delta' = \delta/2 \) for the \( \delta \) in Lemma C.3 and plugging (11) and (13) into (9), we can use the union bound to conclude that with probability at least \( 1 - \delta \) Algorithm 1 runs in time \( O(2^{z/2} n \log(n/\delta)) \). Finally, plugging \( \xi(i, t) \leq 1 \) and \( \xi'(i, t) \leq 1 \) into (9), we get that Algorithm 1 always runs in time \( O(n \log n + nk) \).

To prove Lemma C.4, for \( i = 0, \ldots, n \) and \( u = 0, \ldots, u_i \), we define \( t(i, u) \) to be the smallest \( t \in \{1, \ldots, k\} \) such that \( \sum_{t'=2}^t \xi(i, t') = u \). That is, \( a_i \) gets updated at Line 9 for the \( u \)-th time in iteration \( t(i, u) \). Our definition implies that \( t(i, 0) = 1 \) and \( t(i, u) \in \{2, \ldots, k\} \) for \( u = 1, \ldots, u_i \).

We define a nonnegative potential function \( \eta(i, u) \) as follows and show that it decreases exponentially in expectation as \( u \) increases (Lemma C.3).
Then for \( \ell, \ell' \), we need the following helper lemma to prove Lemma C.5.

This implies and thus, by Markov's inequality,

Our definition of \( \eta(i, u) \).

Before proving Lemma C.5, we first use it to prove Lemma C.4. Intuitively, Lemma C.5 says that \( \eta(i, u) \) decreases exponentially (in expectation) as a function of \( u \). Since \( \eta(i, u) \) is always a nonnegative integer, we should expect \( \eta(i, u) \) to become zero as soon as \( u \) exceeds a small threshold. Moreover, our definition ensures \( \eta(i, u) > 0 \), so \( u_{i, u} \) must be smaller than the threshold. This allows us to show upper bounds for \( u_{i, u} \) and prove Lemma C.4.

**Proof of Lemma C.4.** Our definition of \( \eta \) ensures \( \eta(i, u_i) \geq 1 \). By Lemma C.5 and Lemma C.7,

This implies \( \mathbb{E}[u_i] = O(2^{z/2} \log n) \). Moreover, by Lemma C.5

and thus, by Markov's inequality,

For any \( \delta \in (0, 1/2) \), choosing \( u = \ln(n/\delta)/\ln(2^{z/2+1}) = O(2^{z/2} \log(n/\delta)) \) in the inequality above gives \( \mathbb{P}[u_i \geq u] \leq \delta \).

We need the following helper lemma to prove Lemma C.5.

**Lemma C.6.** The following holds at the beginning of each iteration of the for-loop in Algorithm 1, i.e., right before Line 7 is executed. Choose an arbitrary \( i = 1, \ldots, n \) and define

Then for \( \ell, \ell' \in L \) satisfying \( \ell < \ell' \), it holds that \( a_{\ell'} \leq 2^5 a_{\ell} \).

**Proof.** For \( t = 2, \ldots, k \), at the beginning of iteration \( t \), the values \( \ell_1, \ldots, \ell_{t-1} \) have been determined. For every \( x \in \mathbb{R} \), let \( \rho(x) \) denote the value among \( x_1, \ldots, x_{\ell_{t-1}} \) closest to \( x \). By Claim C.2

For a fixed \( i \in [n] \), define \( L \) as in (14) and consider \( \ell, \ell' \in L \) satisfying \( \ell < \ell' \). It is easy to see that \( x_i \leq \rho(x_i) \leq x_{\ell'} \) cannot hold because otherwise \( a_i \leq |x_i - \rho(x_i)|^2 = |x_i - x_{\ell'}|^2 < a_i \), a contradiction. For the same reason, the inequality \( x_i \leq \rho(x_{\ell'}) \leq x_{\ell'} \) cannot hold. Thus there are only three possible orderings of \( x_i, x_{\ell}, x_{\ell'}, \rho(x_{\ell}), \rho(x_{\ell'}) \):
1. \( \rho(x_t) = \rho(x_{t'}) < x_t \leq x_{t'} \);

2. \( \rho(x_t) < x_t \leq x_{t'} < \rho(x_{t'}) \);

3. \( x_t \leq x_{t'} < \rho(x_{t'}) = \rho(x_{t''}) \).

In scenario 3, it is clear that \( a_{t''} = |x_{t''} - \rho(x_{t''})|^2 \leq |x_{t''} - \rho(x_{t})|^2 = a_t \). In the first two scenarios, for any \( t' = 0, \ldots, t - 1 \),

\[
|x_t - x_{t'}| \geq |x_{t'} - x_t| \geq |x_t - \rho(x_t)| - |x_{t'} - x_t| = |x_t - \rho(x_{t'})|.
\]

This implies that \( \rho(x_t) \) is the closest point to \( x_t \) among \( x_{t_1}, \ldots, x_{t_{t-1}} \). Therefore, \( a_t = |x_t - \rho(x_t)|^2 \).

Jensen’s inequality ensures \(( (g + h)/2)^2 \leq (g^2 + h^2)/2\) for any \( g, h \geq 0 \), which implies \((g + h)^2 \leq 2^{z-1}g^2 + 2^{z-1}h^2\).

Therefore,

\[
a_{t'} \leq |x_{t'} - \rho(x_{t'})|^2 \leq 2^{z-1}|x_{t'} - x_t|^2 + 2^{z-1}|x_t - \rho(x_t)|^2 < 2^za_t,
\]

whereas

\[
a_t = |x_t - \rho(x_t)|^2 \geq |x_t - \rho(x_{t'})|^2 = a_{t'}.
\]

Thus, we have \( a_{t'} \leq 2^za_t \) in all three scenarios. \( \blacksquare \)

**Proof of Lemma C.3** Throughout the proof, we fix \( i \in \{1, \ldots, n\} \) and \( u \in \mathbb{Z}_{\geq 0} \) so that they are deterministic numbers. Algorithm 1 is a randomized algorithm, and when we run it, exactly one of the following four events happens, and we define a random variable \( t^* \) accordingly:

1. Event \( E_1 \): \( u_i < u \). That is, \( a_i \) gets updated at Line 2 for less than \( u \) times. In this case we have \( \eta(i, u + 1) = 0 \) by our definition of \( \eta \), and we define \( t^* = +\infty \).

2. Event \( E_2 \): \( u_i = u \) and \( i \) is never chosen as \( \ell_t \) at Line 7. In this case we also have \( \eta(i, u + 1) = 0 \), and we also define \( t^* = +\infty \).

3. Event \( E_3 \): \( u_i = u \) and there exists \( t \in \{2, 3, \ldots, k\} \) such that \( i \) is chosen as \( \ell_t \) at Line 7 in iteration \( t \). This \( t \) must satisfy \( t > t(i, u) \), as all updates to \( a_i \) in Line 9 must happen before \( x_i \) is chosen as a center. We define \( t^* = t \) in this case. Again, we have \( \eta(i, u + 1) = 0 \) in this case.

4. Event \( E_4 \): \( u_i > u \). We define \( t^* := t(i, u + 1) > t(i, u) \) in this case.

Define \( E^* := E_3 \cup E_4 \). Since \( \eta(i, u + 1) = 0 \) under \( E_1 \) and \( E_2 \), it suffices to prove that

\[
\mathbb{E}[\eta(i, u + 1) | \eta(i, 0), \ldots, \eta(i, u), E^*] \leq \frac{2^{z/2}}{2^{z/2} + 1} \eta(i, u) - \frac{1}{2}.
\] (15)

By our definition, the random variable \( t^* \) takes its value in \( \{2, 3, \ldots, k\} \cup \{+\infty\} \). Moreover, \( t^* = +\infty \) if and only if \( E^* \) does not happen. Therefore, to prove (15), it suffices to prove the following for every \( t_0 \in \{2, 3, \ldots, k\} \):

\[
\mathbb{E}[\eta(i, u + 1) | \eta(i, 0), \ldots, \eta(i, u), t^* = t_0] \leq \frac{2^{z/2}}{2^{z/2} + 1} \eta(i, u) - \frac{1}{2}.
\] (16)

Consider a fixed \( t_0 \in \{2, 3, \ldots, k\} \). For \( t^* = t_0 \) to happen, the following must hold during the execution of Algorithm 1 before iteration \( t_0 \): \( a_i \) has been updated at Line 9 for exactly \( u \) times, and \( i \) has not been chosen as \( \ell_t \) at Line 7. Thus, the rest of the proof assumes that the execution history \( H \) of Algorithm 1 before iteration \( t_0 \) satisfies this property. Now we know that the values \( \eta(i, 0), \ldots, \eta(i, u) \) are determined by the execution history \( H \). Lines 6 to guarantee that the distribution of \( \ell_{t_0} \) satisfies

\[
\Pr[\ell_{t_0} = \ell | H] = \frac{a_{t_0}}{\sum_{j=1}^{u} a_j} \quad \text{for every } \ell = 1, \ldots, n,
\]

where we use the values \( a_1, \ldots, a_n \) right before iteration \( t_0 \) is executed. Moreover, conditioned on \( H \), we have \( t^* = t_0 \) if and only if \( \ell_{t_0} \in L \), where

\[
L = \{i\} \cup \{\ell \in \mathbb{Z} : i < \ell \leq n, |x_{\ell} - x_i|^2 < a_i\}.
\]

\[\text{We have } \eta(i, u + 1) = 0 \text{ also for } E_3, \text{ so one can also simply choose } E^* = E_4. \text{ Choosing } E^* = E_3 \cup E_4 \text{ helps us get improved constants in our bound.} \]
Therefore, if we further condition on \( t^* = t_0 \), we have \( \ell_{t_0} \in L \) and
\[
\Pr[\ell_{t_0} = \ell | H, t^* = t_0] = \frac{a_\ell}{\sum_{j \in L} a_j} \quad \text{for every } \ell \in L. \tag{17}
\]

When \( t^* = t_0 \), we have \( \eta(i, u + 1) = \ell_{t_0} - i \). Therefore, to prove (16), it suffices to show that
\[
E[\ell_{t_0} - i | H, t^* = t_0] = \frac{2^{z/2}}{2^{z/2} + 1} (\ell^* - i) - \frac{1}{2} \leq \frac{2^{z/2}}{2^{z/2} + 1} \eta(i, u) - \frac{1}{2}. \tag{18}
\]

It is clear that we can write \( L \) as \( L = \{ i, i+1, \ldots, \ell^* \} \) for some integer \( \ell^* \geq i \). If \( u > 0 \), Claim C.2 implies \( a_i \leq |x_i - x_{t(i,u)}|^2 \), and thus \( \ell^* < \ell_{t(i,u)} \) and \( \ell^* - i \leq \ell_{t(i,u)} - i = \eta(i, u) \). If \( u = 0 \), we have \( \eta(i, u) = n \), so it also holds that \( \ell^* - i \leq \eta(i, u) \). By (17) and Lemma C.6, we can set \( \gamma = 2^z \) in Lemma C.8 to get
\[
E[\ell_{t_0} - i | H, t^* = t_0] = \frac{2^{z/2}}{2^{z/2} + 1} (\ell^* - i) - \frac{1}{2} \leq \frac{2^{z/2}}{2^{z/2} + 1} \eta(i, u) - \frac{1}{2}.
\]

This proves (18) and thus proves the lemma.

\[ \square \]

### C.1 Helper Lemmas

**Lemma C.7.** Let \( M \geq 1 \) and \( \lambda \in (0,1) \) be parameters. Let \( \alpha_0, \alpha_1, \ldots, \in [0, +\infty) \) be random variables satisfying \( \alpha_0 = M \) and \( E[\alpha_{i+1} | \alpha_1, \ldots, \alpha_i] \leq \lambda \alpha_i \) for every \( i = 0, 1, \ldots \). Let \( t \geq 0 \) be the smallest integer satisfying \( \alpha_t < 1 \). Then
\[
E[t] \leq \frac{\ln M}{\ln(1/\lambda)} + \frac{1}{1 - \lambda}.
\]

**Proof.** For every \( j = 0, 1, \ldots \), we define a random variable \( t_j := \min\{t, j\} \). By the monotone convergence theorem, it suffices to show that
\[
E[t_j] \leq \frac{\ln M}{\ln(1/\lambda)} + \frac{1}{1 - \lambda} \quad \text{for every } j = 0, 1, \ldots. \tag{19}
\]

We prove (19) by induction on \( j \). When \( j = 0 \), we have \( t_j = 0 \), and the inequality above holds trivially. We assume that (19) holds for an arbitrary \( j \in \mathbb{Z}_{\geq 0} \) and show that it also holds with \( j \) replaced by \( j + 1 \). We have
\[
E[t_{j+1}] = 1 + E[t_{j+1} - 1] = 1 + E[E[t_{j+1} - 1 | \alpha_1]]. \tag{20}
\]

By our definition of \( t_{j+1} \), we have \( t_{j+1} - 1 = \min\{t - 1, j\} \). Applying our induction hypothesis on the sequence \( \alpha_1, \alpha_2, \ldots \), we have
\[
E[(t_{j+1} - 1) | \alpha_1] = E[\min\{t - 1, j\} | \alpha_1] \leq f(\alpha_1), \tag{21}
\]

where
\[
f(\alpha) = \begin{cases} \frac{\alpha}{\ln(1/\lambda)} + \frac{1}{1 - \lambda}, & \text{if } \alpha \in [0, 1); \\ \frac{\ln M}{\ln(1/\lambda)} + \frac{1}{1 - \lambda}, & \text{if } \alpha \geq 1. \end{cases}
\]

It is easy to check that \( f \) is an increasing concave function of \( \alpha \in [0, +\infty) \) and \( 1 + f(\lambda M) \leq f(M) \) holds for every \( \alpha \geq 1 \). Plugging (21) into (20), we have
\[
E[t_{j+1}] \leq 1 + E[f(\alpha_1)] \leq 1 + f(E[\alpha_1]) \leq 1 + f(\lambda M) \leq f(M) = \frac{\ln M}{\ln(1/\lambda)} + \frac{1}{1 - \lambda}. \quad \square
\]

**Lemma C.8.** Let \( \gamma \geq 1 \) be a real number. Let \( \beta_0, \ldots, \beta_{m-1} \) be non-negative real numbers such that for every \( i, j \in \{0, \ldots, m-1\} \) satisfying \( i \leq j \), it holds that \( \beta_j \leq \gamma \beta_i \). Then,
\[
\sum_{i=0}^{m-1} i \beta_i \leq \left( \sqrt{\gamma} \cdot m - \frac{1}{2} \right) \sum_{i=0}^{m-1} \beta_i.
\]
**Proof.** The lemma holds trivially if $\beta_0 = 0$ because in this case $\beta_j \leq \gamma \beta_0 = 0$ for every $j = 0, \ldots, m - 1$. We thus assume w.l.o.g. that $\beta_0 > 0$. Define $\tau$ to be the unique real number satisfying

$$\tau \sum_{i=0}^{m-1} \beta_i - \sum_{i=0}^{m-1} i \beta_i = 0.$$  

It is clear that $\tau \in [0, m - 1]$. Our goal is to prove that

$$\tau \leq \frac{\sqrt{\gamma} \cdot m}{\sqrt{\gamma} + 1} - \frac{1}{2}. \quad (22)$$

Define $\beta_* := \min_{0 \leq i \leq \tau} \beta_i$. For every $i = 0, \ldots, m - 1$, we have $\beta_i \geq \beta_*$ if $i \leq \tau$, and $\beta_i \leq \gamma \beta_*$ if $i > \tau$. Therefore, defining $s := \lceil \tau \rceil$, we have

$$0 = \tau \sum_{i=0}^{m-1} \beta_i - \sum_{i=0}^{m-1} i \beta_i$$

$$= \sum_{i=0}^{m-1} (\tau - i) \beta_i$$

$$\geq \sum_{i \leq \tau} (\tau - i) \beta_* + \sum_{i > \tau} (\tau - i) \gamma \beta_* \quad (23)$$

$$= \frac{(s+1)(2\tau-s)}{2} \beta_* + \frac{(m-s-1)(2\tau-m-s)}{2} \gamma \beta_* \quad (24)$$

Now, we show that $\beta_* > 0$. For the sake of contradiction, assume $\beta_* = 0$. We already assumed that $\beta_0 > 0$, so $\beta_* \neq \beta_0$. By the definition of $\beta_*$, this means that $\tau > 0$ and inequality $(23)$ is strict, leading to the false claim of

$$0 > \sum_{i \leq \tau} (\tau - i) \beta_* + \sum_{i > \tau} (\tau - i) \gamma \beta_* = 0.$$  

Therefore, $\beta_* > 0$ must hold. Now we know that $(24)$ implies

$$(s+1)(2\tau-s) + (m-s-1)(2\tau-m-s)\gamma \leq 0.$$  

Treating $s$ as a real-valued variable, the left-hand side is minimized when $s = \tau - 1/2$, giving us

$$(\tau + 1/2)^2 - (m - \tau - 1/2)^2 \gamma \leq 0.$$  

The inequality above implies

$$(\tau + 1/2)^2 \leq (m - \tau - 1/2)^2 \gamma.$$  

Taking square root for both sides and solving for $\tau$ gives $(22)$. \hfill \Box

### D Data Structure for Fast Sampling in Seeding

In Appendix C, our Algorithm \cite{algorithm_name} uses a binary tree data structure $S$ that keeps track of $n$ nonnegative numbers $s_1, \ldots, s_n$ and supports several operations. Here, we describe the implementation of this data structure. We assume that $n = 2^q$ for some nonnegative integer $q$. This is without loss of generality because we can choose $n'$ to be the number that satisfy $n \leq n' < 2n$ and $n' = 2^q$ for some $q \in \mathbb{Z}_{\geq 0}$ and consider $s_1, \ldots, s_n, s_{n+1}, \ldots, s_{n'}$ with $s_{n+1} = \cdots = s_{n'} = 0$. Under this assumption, the data structure $S$ is a complete binary tree with $q + 1$ layers indexed by $0, \ldots, q$. In each layer $\zeta = 0, \ldots, q$ there are $2^\zeta$ nodes each corresponding to a set of indices from $\{1, \ldots, n\}$. The root, denoted by $v^{(0)}$, is the unique node in layer 0 and it corresponds to the entire set $V^{(0)} := \{1, \ldots, n\}$. For $\zeta = 0, \ldots, q - 1$, each node $v^{(\zeta)}_j$ in the $\zeta$-th layer has two children $V^{(\zeta+1)}_{2j-1}, V^{(\zeta+1)}_{2j}$ in the $(\zeta+1)$-th layer corresponding to the sets $V^{(\zeta+1)}_{2j-1}, V^{(\zeta+1)}_{2j}$, respectively, where $V^{(\zeta+1)}_{2j-1}$ is the smaller half of $V^{(\zeta)}_j$ and $V^{(\zeta+1)}_{2j}$ is the larger half. Thus,

$$V^{(\zeta)}_j = \{i \in \mathbb{Z} : (j-1)2^{q-\zeta} < i \leq j2^{q-\zeta}\}.$$  

Each node $v^{(\zeta)}_j$ in the tree stores a sum $s^{(\zeta)}_j := \sum_{i \in V^{(\zeta)}_j} s_i$.

The data structure supports the four types of operations needed in Appendix C as follows:
We run both algorithms on the datasets described in Section 3 and choose \( k \) as in Theorem 2.3 to the direct use of PRONE by this algorithm relative to the cost of centers produced by PRONE. Results on Improved Approximation Ratio Costs. This experiment aims to compare the clustering cost (see Definition A.1) and running time of our approach to that of \( \alpha \)-coreset using a weighted variant of the \( k \)-means++.

In this section, we provide the tables for speedups and absolute running times of the experiments performed in Section 3. Additionally, we provide some experimental data for the algorithmic approach described in Theorem 2.2.

### E Additional Experiments and Data

#### E.1 Improved Approximation Ratio

**Experimental Setup.** This experiment aims to compare the algorithmic approach outlined in Theorem 2.2 to the direct use of PRONE as a clustering algorithm as was done in Section 3.2. For this, we use PRONE as the approximation algorithm for sensitivity sampling and then cluster the coreset using a weighted variant of the \( k \)-means++ algorithm. This approach is termed PRONE (boosted) in the rest of this section. This pipeline requires as parameters the number of centers \( k \) and a hyperparameter \( \alpha \) indicating the size of the coreset produced by sensitivity sampling. We aim to compare the clustering cost (see Definition A.1) and running time of our approach to that of \( k \)-means++.

We run both algorithms on the datasets described in Section 3 and choose \( k \in \{10, 25, 50, 100, 250, 500, 1000, 2500, 5000\} \) and \( \alpha \in \{0.001, 0.01, 0.1\} \). Each algorithm is run 5 times.

**Results on Improved Approximation Ratio**

![Figure 5: An example of a basic binary tree data structure with \( q = 3 \).](image)

1. Initialize \( (a) \). Recursively run Initialize on the first half \((a_1, \ldots, a_{\lfloor n/2 \rfloor})\) and the second half \((a_{\lfloor n/2 + 1 \rfloor}, \ldots, a_n)\) to obtain the two subtrees rooted at \( v_1^{(1)} \) and \( v_2^{(1)} \). Then add a root \( v_1^{(0)} \) that stores \( s_1^{(0)} \leftarrow s_1^{(1)} + s_2^{(1)} \).

2. Sum \( (S) \). Simply output \( s_1^{(0)} \).

3. Find \( (S, r) \). If \( r < s_1^{(1)} \), recursively call Find on the left subtree rooted at \( v_1^{(1)} \). Otherwise, recursively call Find on the right subtree rooted at \( v_2^{(1)} \) with \( r \) replaced by \( r - s_1^{(1)} \). Once we reach a leaf \( v_{\ell}^{(q)} \), return \( \ell \).

4. Update \( (S, a, i_1, i_2) \). If \( i_2 \leq n/2 \), recursively call Update on the left subtree rooted at \( v_1^{(1)} \). If \( i_1 > n/2 \), recursively call Update on the right subtree rooted at \( v_2^{(1)} \). Otherwise, we have \( i_1 \leq n/2 < i_2 \) and we call Update on the left subtree with indices \( i_1, n/2 \) and call Update on the right subtree with indices \( n/2 + 1, i_2 \). In all cases, we update \( s_1^{(0)} \leftarrow s_1^{(1)} + s_2^{(1)} \) as the final step. The running time is proportional to the number of nodes we update. We need to update \( s_j^{(c)} \) stored at \( v_j^{(c)} \) only if \( V_j^{(c)} \cap \{i_1, \ldots, i_2\} \neq \emptyset \). For each \( c \), the number of such \( j \) is at most \((i_2 - i_1 + 1)/2^{c-\xi} + 2\). Summing up over \( \xi = 0, \ldots, q \), the total number of nodes we need to update is \( O((i_2 - i_1 + 1) + q) = O((i_2 - i_1 + 1) + \log n) \).
clustering costs of PRONE relative to k-means++. We can see that on all real datasets, PRONE (boosted) produces solutions of the same or better quality than k-means++, as long as $\alpha n \ll k$. This shows that although PRONE by itself produces centers of worse quality, the PRONE (boosted) variant produces centers of the same quality as vanilla k-means++. When $\alpha n \approx k$, we observe an uptick in cost before the end of the lines corresponding to $\alpha \in \{0.1, 0.01\}$ in the plots for KDD, Song, and Gaussian. The boosted approach outperforms PRONE, which is usually worse by a constant factor compared to the other algorithms, and it helps to reduce significantly the amount of variance in the quality of solutions. On the Gaussian dataset, we observed a failure to sample a point from the central cluster, which explains the spike at $k = 2500$ for the line corresponding to $\alpha = 0.1$.

Running time. Table 2 shows the speedup of the boosted approach versus using plain k-means++, for the time taken to compute the centers. The running time of our algorithms now scales with $k$, but at a slower rate compared to k-means++, as we have to run it on a much smaller dataset. Once again, we observe significant speedups, especially as $k$ grows large.

- As expected, the speedup depends on the choice of the hyperparameter $\alpha$. We observe diminishing returns for larger $\alpha$ as $k$ scales, with the speedup remaining mostly constant for $k \geq 100$ across datasets, except for Gaussian. This is due to the algorithm’s running time being dominated by the time it takes to execute k-means++ on the coreset, which has $O(ndk)$ asymptotic running time. The speedups we can achieve using this method are significant, up to 118x faster than k-means++. We expect that on massive datasets, even greater speedups can be achieved.

- Interestingly, the speedup can come very close to or even out scale $\alpha$, as observed on the KDD and Song datasets. The final stage of the boosted approach executes k-means++ on a coreset of size $\alpha n$, so the running time of this step should be $O(\alpha ndk)$. The observed additional speedup may be due to better cache and memory utilization in the k-means++ step of the algorithm.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Centers Algorithm</th>
<th>10</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>250</th>
<th>500</th>
<th>1000</th>
<th>2500</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Census</td>
<td>PRONE (boosted, $\alpha = 0.001$)</td>
<td>1.6</td>
<td>4.0</td>
<td>7.9</td>
<td>15.6</td>
<td>36.8</td>
<td>69.5</td>
<td>118.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>PRONE (boosted, $\alpha = 0.01$)</td>
<td>1.5</td>
<td>3.7</td>
<td>6.7</td>
<td>11.7</td>
<td>20.8</td>
<td>28.5</td>
<td>30.1</td>
<td>36.2</td>
<td>41.9</td>
</tr>
<tr>
<td></td>
<td>PRONE (boosted, $\alpha = 0.1$)</td>
<td>1.0</td>
<td>1.8</td>
<td>2.3</td>
<td>2.7</td>
<td>3.0</td>
<td>3.2</td>
<td>3.0</td>
<td>3.0</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>k-means++</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Song</td>
<td>PRONE (boosted, $\alpha = 0.001$)</td>
<td>2.1</td>
<td>5.3</td>
<td>10.7</td>
<td>21.3</td>
<td>51.7</td>
<td>97.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>PRONE (boosted, $\alpha = 0.01$)</td>
<td>2.1</td>
<td>5.0</td>
<td>9.8</td>
<td>18.5</td>
<td>38.0</td>
<td>59.1</td>
<td>81.5</td>
<td>108.3</td>
<td>117.0</td>
</tr>
<tr>
<td></td>
<td>PRONE (boosted, $\alpha = 0.1$)</td>
<td>1.3</td>
<td>2.2</td>
<td>2.8</td>
<td>3.4</td>
<td>3.8</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>3.9</td>
</tr>
<tr>
<td>KDD</td>
<td>PRONE (boosted, $\alpha = 0.001$)</td>
<td>1.8</td>
<td>5.0</td>
<td>9.6</td>
<td>20.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>PRONE (boosted, $\alpha = 0.01$)</td>
<td>1.9</td>
<td>4.8</td>
<td>9.0</td>
<td>17.5</td>
<td>37.1</td>
<td>59.2</td>
<td>92.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>PRONE (boosted, $\alpha = 0.1$)</td>
<td>1.4</td>
<td>2.7</td>
<td>3.6</td>
<td>4.9</td>
<td>5.7</td>
<td>6.2</td>
<td>7.1</td>
<td>6.6</td>
<td>6.4</td>
</tr>
<tr>
<td></td>
<td>k-means++</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Gaussian</td>
<td>PRONE (boosted, $\alpha = 0.001$)</td>
<td>0.5</td>
<td>0.9</td>
<td>1.9</td>
<td>3.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>PRONE (boosted, $\alpha = 0.01$)</td>
<td>0.5</td>
<td>1.0</td>
<td>2.0</td>
<td>3.4</td>
<td>8.2</td>
<td>14.8</td>
<td>25.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>PRONE (boosted, $\alpha = 0.1$)</td>
<td>0.4</td>
<td>0.8</td>
<td>1.4</td>
<td>2.2</td>
<td>4.0</td>
<td>5.0</td>
<td>6.1</td>
<td>6.8</td>
<td>7.2</td>
</tr>
<tr>
<td></td>
<td>k-means++</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 2: Average speedup when computing a clustering and assignment for different datasets relative to k-means++. In other words, each cell contains $T_{k\text{-means++}}/T_{\text{PRONE}}$. Missing entries denote the case of $\alpha n > k$.  

Figure 6: Clustering cost of the boosted variants compared to k-means++. Lines in the plot show the cost of centers produced by the boosted algorithm relative to k-means++ for centers ranging from 10 to 5000. Dark blue indicates the non-boosted version.
### E.2 Additional Data

In this section, we provide the running time data for the full range of parameters for the experiments performed in Section 3.2. Table 3 shows the speedups over k-means++, analogous to the right-hand-side table in Table 1. Additionally, Table 4 provides absolute running times in milliseconds.

#### Table 3: Average speedup when computing a clustering and assignment for different datasets relative to k-means++. In other words, each cell contains $T_{k\text{-means+}} / T_{\text{PRONE}}$.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Centers</th>
<th>Algorithm</th>
<th>10</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>250</th>
<th>500</th>
<th>1000</th>
<th>2500</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Census</td>
<td>PRONE</td>
<td>1.5</td>
<td>3.8</td>
<td>7.5</td>
<td>15.1</td>
<td>36.2</td>
<td>73.2</td>
<td>142.2</td>
<td>351.9</td>
<td>662.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PRONE (variance)</td>
<td>0.5</td>
<td>1.1</td>
<td>2.2</td>
<td>4.6</td>
<td>11.0</td>
<td>22.2</td>
<td>43.7</td>
<td>109.5</td>
<td>214.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PRONE (covariance)</td>
<td>0.2</td>
<td>0.5</td>
<td>1.1</td>
<td>2.2</td>
<td>5.2</td>
<td>10.7</td>
<td>21.0</td>
<td>54.7</td>
<td>117.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>k-means++</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Song</td>
<td>PRONE</td>
<td>2.0</td>
<td>5.0</td>
<td>9.7</td>
<td>19.1</td>
<td>46.1</td>
<td>95.5</td>
<td>188.2</td>
<td>443.0</td>
<td>837.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PRONE (variance)</td>
<td>0.5</td>
<td>1.1</td>
<td>2.3</td>
<td>4.5</td>
<td>11.4</td>
<td>23.1</td>
<td>44.2</td>
<td>110.9</td>
<td>217.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PRONE (covariance)</td>
<td>0.2</td>
<td>0.4</td>
<td>0.8</td>
<td>1.5</td>
<td>4.0</td>
<td>8.2</td>
<td>15.5</td>
<td>40.0</td>
<td>82.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>k-means++</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>KDD</td>
<td>PRONE</td>
<td>1.5</td>
<td>3.7</td>
<td>6.9</td>
<td>16.3</td>
<td>39.5</td>
<td>68.3</td>
<td>158.5</td>
<td>314.7</td>
<td>727.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PRONE (variance)</td>
<td>0.7</td>
<td>1.7</td>
<td>3.1</td>
<td>6.3</td>
<td>16.1</td>
<td>32.0</td>
<td>63.4</td>
<td>159.6</td>
<td>312.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PRONE (covariance)</td>
<td>0.3</td>
<td>0.7</td>
<td>1.3</td>
<td>2.6</td>
<td>6.8</td>
<td>12.9</td>
<td>25.8</td>
<td>58.5</td>
<td>128.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>k-means++</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>PRONE</td>
<td>0.5</td>
<td>1.0</td>
<td>1.9</td>
<td>3.8</td>
<td>9.2</td>
<td>18.3</td>
<td>35.7</td>
<td>85.3</td>
<td>165.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PRONE (variance)</td>
<td>0.5</td>
<td>1.0</td>
<td>2.0</td>
<td>3.8</td>
<td>9.1</td>
<td>17.7</td>
<td>34.5</td>
<td>83.6</td>
<td>162.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PRONE (covariance)</td>
<td>0.4</td>
<td>1.0</td>
<td>1.7</td>
<td>3.6</td>
<td>8.2</td>
<td>16.1</td>
<td>31.8</td>
<td>79.9</td>
<td>152.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>k-means++</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
</tbody>
</table>

#### Table 4: Average running time and standard deviation in milliseconds when computing a clustering and assignment for different datasets relative to k-means++.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Centers</th>
<th>Algorithm</th>
<th>10</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>250</th>
<th>500</th>
<th>1000</th>
<th>2500</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Census</td>
<td>PRONE</td>
<td>52.9</td>
<td>53.0</td>
<td>40.4</td>
<td>52.0</td>
<td>60.4</td>
<td>53.2</td>
<td>45.9</td>
<td>12.7</td>
<td>12.5</td>
<td>10.7</td>
</tr>
<tr>
<td></td>
<td>PRONE (variance)</td>
<td>178.9</td>
<td>178.9</td>
<td>38.1</td>
<td>178.9</td>
<td>38.1</td>
<td>178.9</td>
<td>38.1</td>
<td>178.9</td>
<td>38.1</td>
<td>178.9</td>
</tr>
<tr>
<td></td>
<td>PRONE (covariance)</td>
<td>370.0</td>
<td>378.9</td>
<td>378.9</td>
<td>378.9</td>
<td>378.9</td>
<td>378.9</td>
<td>378.9</td>
<td>378.9</td>
<td>378.9</td>
<td>378.9</td>
</tr>
<tr>
<td></td>
<td>k-means++</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Song</td>
<td>PRONE</td>
<td>614.5</td>
<td>614.5</td>
<td>614.5</td>
<td>614.5</td>
<td>614.5</td>
<td>614.5</td>
<td>614.5</td>
<td>614.5</td>
<td>614.5</td>
<td>614.5</td>
</tr>
<tr>
<td></td>
<td>PRONE (variance)</td>
<td>443.0</td>
<td>443.0</td>
<td>443.0</td>
<td>443.0</td>
<td>443.0</td>
<td>443.0</td>
<td>443.0</td>
<td>443.0</td>
<td>443.0</td>
<td>443.0</td>
</tr>
<tr>
<td></td>
<td>PRONE (covariance)</td>
<td>1044.1</td>
<td>1044.1</td>
<td>1044.1</td>
<td>1044.1</td>
<td>1044.1</td>
<td>1044.1</td>
<td>1044.1</td>
<td>1044.1</td>
<td>1044.1</td>
<td>1044.1</td>
</tr>
<tr>
<td></td>
<td>k-means++</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>KDD</td>
<td>PRONE</td>
<td>720.8</td>
<td>720.8</td>
<td>720.8</td>
<td>720.8</td>
<td>720.8</td>
<td>720.8</td>
<td>720.8</td>
<td>720.8</td>
<td>720.8</td>
<td>720.8</td>
</tr>
<tr>
<td></td>
<td>PRONE (variance)</td>
<td>1093.2</td>
<td>1093.2</td>
<td>1093.2</td>
<td>1093.2</td>
<td>1093.2</td>
<td>1093.2</td>
<td>1093.2</td>
<td>1093.2</td>
<td>1093.2</td>
<td>1093.2</td>
</tr>
<tr>
<td></td>
<td>PRONE (covariance)</td>
<td>588.2</td>
<td>588.2</td>
<td>588.2</td>
<td>588.2</td>
<td>588.2</td>
<td>588.2</td>
<td>588.2</td>
<td>588.2</td>
<td>588.2</td>
<td>588.2</td>
</tr>
<tr>
<td></td>
<td>k-means++</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Gaussian</td>
<td>PRONE</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
</tr>
<tr>
<td></td>
<td>PRONE (variance)</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
</tr>
<tr>
<td></td>
<td>PRONE (covariance)</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
<td>388.2</td>
</tr>
<tr>
<td></td>
<td>k-means++</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

32