Appendix

A Spectral Analysis and LTI-SDE

We consider the Matérn kernel family, 

\[ \kappa_\nu(t, t') = a \left( \frac{\sqrt{2\nu}}{\rho} \Delta \right)^\nu K_\nu \left( \frac{\sqrt{2\nu}}{\rho} \Delta \right) \]

where \( \Delta = |t - t'| \), \( \Gamma(\cdot) \) is the Gamma function, \( a > 0 \) and \( \rho > 0 \) are the amplitude and length-scale parameters, respectively, \( K_\nu \) is the modified Bessel function of the second kind, \( \nu > 0 \) controls the smoothness. Since \( \kappa_\nu \) is a stationary kernel, i.e., \( \kappa_\nu(t, t') = \kappa_\nu(t - t') \), according to the Wiener-Khinchin theorem [Chatfield 2003], if 

\[ f(t) \sim \mathcal{GP}(0, \kappa_\nu(t, t')) \]

the energy spectrum density of \( f(t) \) can be obtained by the Fourier transform of \( \kappa_\nu(\Delta) \),

\[ S(\omega) = \frac{\sigma^2}{(\alpha^2 + \omega^2)^{p+1}} = \frac{\sigma^2}{(\alpha + i\omega)^{p+1}(\alpha - i\omega)^{p+1}} \]

where \( \sigma^2 = \frac{2\sqrt{\pi}(p+1)}{\Gamma(p+\frac{3}{2})} \alpha^{2p+1} \), and \( i \) indicates an imaginary number. We expand the polynomial

\[ (\alpha + i\omega)^{p+1} = \sum_{k=0}^{p} c_k(i\omega)^k + (i\omega)^{p+1} \]

where \( \{c_k|0 \leq k \leq p\} \) are the coefficients. From (3) and (4), we can construct an equivalent system to generate the signal \( f(t) \). That is, in the frequency domain, the system output’s Fourier transform \( \tilde{f}(\omega) \) is given by

\[ \sum_{k=1}^{p} c_k(i\omega)^k \tilde{f}(\omega) + (i\omega)^{p+1} \tilde{f}(\omega) = \tilde{\beta}(\omega) \]

where \( \tilde{\beta} \) is the Fourier transform of a white noise process \( \beta(t) \) with spectral density (or diffusion) \( \sigma^2 \).

The reason is that by construction, \( \tilde{f}(\omega) = \frac{\tilde{\beta}(\omega)}{(\alpha + i\omega)^{p+1}} \), which gives exactly the same spectral density as in (3), \( S(\omega) = |\tilde{f}(\omega)|^2 \). We then conduct inverse Fourier transform on both sides of (5) to obtain the representation in the time domain,

\[ \sum_{k=1}^{p} c_k(d^k f/dt^k) + t^{p+1} f = \beta(t) \]

which is an SDE. Note that \( \beta(t) \) has the density \( \sigma^2 \). We can further construct a new state \( \mathbf{z} = (f, f^{(1)}, \ldots, f^{(p)})^\top \) (where each \( f^{(k)} \) \( \Delta = d^k f/dt^k \)) and convert (6) into a linear time-invariant (LTI) SDE,

\[ \frac{d\mathbf{z}}{dt} = A\mathbf{z} + \eta \cdot \beta(t) \]

where

\[ A = \begin{pmatrix} 0 & 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & 1 & 0 \\ -c_0 & \cdots & -c_{p-1} & -c_p & \end{pmatrix}, \quad \eta = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ 1 \end{pmatrix} \]
For a concrete example, if we take \( p = 1 \) and \( \nu = \frac{3}{2} \), then \( A = [0, 1; -\alpha^2, -2\alpha], \eta = [0; 1] \), and \( \sigma^2 = 4\alpha \nu^3 \).

The LTI-SDE is particularly useful in that its finite set of states follow a Gauss-Markov chain, namely the state-space prior. Specifically, given arbitrary \( t_1 < \ldots < t_L \), we have

\[
p(z(t_1), \ldots, z(t_L)) = p(z(t_1)) \prod_{k=1}^{L-1} p(z(t_{k+1})|z(t_k))
\]

where \( p(z(t_1)) = \mathcal{N}(z(t_1)|0, P_\infty) \), \( p(z(t_{k+1})|z(t_k)) = \mathcal{N}(z(t_{k+1})|F_k z(t_k), Q_k) \). \( P_\infty \) is the stationary covariance matrix computed by solving the matrix Riccati equation [Lancaster and Rodman 1995]. \( F_n = \exp(\Delta_k \cdot A) \) where \( \Delta_k = t_{k+1} - t_k \), and \( Q_k = P_\infty - A_k P_\infty A_k^\top \). Therefore, we do not need the full covariance matrix as in the standard GP prior, and the computation is much more efficient. The chain structure is also convenient to handle streaming data as we will explain later.

Note that for other type of kernel functions, such as the square exponential (SE) kernel, we can approximate the inverse spectral density \( 1/S(\omega) \) with a polynomial of \( \omega^2 \) with negative roots, and follow the same way to construct an LTI-SDE and state-space prior.

### B RTS Smoother

Consider a standard state-space model with state \( x_n \) and observation \( y_n \) at each time step \( n \). The prior distribution is a Gauss-Markov chain,

\[
p(x_{n+1}|x_n) = \mathcal{N}(x_{n+1}|A_n x_n, Q_n),
p(x_0) = \mathcal{N}(x_0|m_0, P_0).
\]

Suppose we have a Gaussian observation likelihood,

\[
p(y_n|x_n) = \mathcal{N}(y_n|H_n x_n, W_n).
\]

Then upon receiving each \( y_n \), we can use Kalman filtering to obtain the exact running posterior,

\[
p(x_n|y_{1:n}) = \mathcal{N}(x_n|m_n, P_n),
\]

which is a Gaussian. After all the data has been processed — suppose it ends after step \( N \) — we can use Rauch–Tung–Striebel (RTS) smoother [Sarkka 2013] to efficiently compute the full posterior of each state from backward, which does not need to re-access any data: \( p(x_n|y_{1:N}) = \mathcal{N}(x_n|m_n^*, P_n^*) \), where

\[
\begin{align*}
m_{n+1}^- &= A_n m_n, \quad P_{n+1}^- = A_n P_n A_n^\top + Q_n, \\
G_n &= P_n A_n^\top [P_{n+1}^-]^{-1}, \\
m_n^* &= m_n + G_n (m_{n+1}^* - m_{n+1}^-), \\
P_n^* &= P_n + G_n [P_{n+1}^- - P_{n+1}] G_n^\top.
\end{align*}
\]

As we can see, the computation only needs the running posterior \( p(x_n|y_{1:n}) = \mathcal{N}(\cdot|m_n, P_n) \) and the full posterior of the next state \( p(x_{n+1}|y_{1:N}) = \mathcal{N}(\cdot|m_{n+1}^*, P_{n+1}) \). It does not need to revisit previous observations \( y_{1:N} \).

### C Details about Online Trajectory Inference

In this section, we provide the details about how to update the running posterior according to equation (8) and (9) (in the main paper) with the conditional EP (CEP) framework [Wang and Zhe 2019].

#### C.1 EP and CEP framework

We first give a brief introduction to the EP and CEP framework. Consider a general probabilistic model with latent parameters \( \theta \). Given the observed data \( D = \{y_1, \ldots, y_N\} \), the joint probability distribution is

\[
p(\theta, D) = p(\theta) \prod_{n=1}^{N} p(y_n|\theta).
\]
Our goal is compute the posterior \( p(\theta|D) \). However, it is usually infeasible to compute the exact the
marginal distribution \( p(D) \), because of the complexity of the likelihood and/or prior. EP therefore
seeks to approximate each term in the joint probability by an exponential-family term,

\[
p(g_n|\theta) \approx c_n f_n(\theta), \quad p(\theta) \approx c_0 f_0(\theta)
\]

(10)

where \( c_n \) and \( c_0 \) are constants to ensure the normalization consistency (they will get canceled in the
inference, so we do not need to calculate them), and

\[
f_n(\theta) \propto \exp(\lambda^\top \phi(\theta)) (0 \leq n \leq N)
\]

where \( \lambda_n \) is the natural parameter and \( \phi(\theta) \) is sufficient statistics. For example, if we choose a
Gaussian term, \( f_n = N(\theta|\mu_n, \Sigma_n) \), then the sufficient statistics is \( \phi(\theta) = \{\theta, \theta^\top\} \). The moment
is the expectation of the sufficient statistics.

We therefore approximate the joint probability with

\[
p(\theta, D) = p(\theta) \prod_{n=1}^N p(y_n|\theta) \approx f_0(\theta) \prod_{n=1}^N f_n(\theta) \cdot \text{const}
\]

(11)

Because the exponential family is closed under product operations, we can immediately obtain a
closed-form approximate posterior \( q(\theta) \approx p(\theta|D) \) by merging the approximation terms in the RHS
of (11), which is still a distribution in the exponential family.

Then the task amounts to optimizing those approximation terms \( \{f_n(\theta)|0 \leq n \leq N\} \). EP repeatedly
does four steps to optimize each \( f_n \).

- **Step 1.** We obtain the calibrated distribution that integrates the context information of \( f_n \),

\[
q^{\backslash n}(\theta) \propto \frac{q(\theta)}{f_n(\theta)}
\]

where \( q(\theta) \) is the current posterior approximation.

- **Step 2.** We construct a tilted distribution to combine the true likelihood,

\[
\tilde{p}(\theta) \propto q^{\backslash n}(\theta) \cdot p(y_n|\theta)
\]

Note that if \( n = 0 \), we have \( \tilde{p}(\theta) \propto q^{\backslash n}(\theta) \cdot p(\theta) \).

- **Step 3.** We project the tilted distribution back to the exponential family,

\[
q^*(\theta) = \arg\min_q \text{KL}(\tilde{p}||q)
\]

where \( q \) belongs to the exponential family. This can be done by moment matching,

\[
\mathbb{E}_{q^*}[\phi(\theta)] = \mathbb{E}_{\tilde{p}}[\phi(\theta)].
\]

(12)

That is, we compute the expected moment under \( \tilde{p} \), with which to obtain the parameters
of \( q^* \). For example, if \( q^*(\theta) \) is a Gaussian distribution, then we need to compute \( \mathbb{E}_{\tilde{p}}[\theta] \)
and \( \mathbb{E}_{\tilde{p}}[\theta^\top] \), with which to obtain the mean and covariance for \( q^*(\theta) \). Hence we obtain

\[
q^*(\theta) = N(\theta|\mathbb{E}_{\tilde{p}}[\theta], \mathbb{E}_{\tilde{p}}[\theta^\top] - \mathbb{E}_{\tilde{p}}[\theta]\mathbb{E}_{\tilde{p}}[\theta^\top])
\]

- **Step 4.** We update the approximation term by

\[
f_n(\theta) \approx \frac{q^*(\theta)}{q^{\backslash n}(\theta)}
\]

(13)

In practice, EP often updates all the \( f_n \)'s in parallel, and uses damping to avoid divergence. It
iteratively runs the four steps until convergence. In essence, this is a fixed point iteration to optimize
a free energy function (a mini-max problem) [Minka 2001].

The critical step in EP is the moment matching (12). However, in many cases, it is analytically
intractable to compute the moment under the tilted distribution \( \tilde{p} \), due to the complexity of the likelihood. To address this problem, CEP considers the commonly used case that each \( f_n \) has a
factorized structure,

\[
f_n(\theta) = \prod_{m} f_{nm}(\theta_m)
\]

(14)
where each \( f_{n,m} \) is also in the exponential family, and \( \{ \theta_{m} \} \) are mutually disjoint. Then at the moment matching step, we need to compute the moment of each \( \theta_{m} \) under \( \tilde{p} \), i.e., \( \mathbb{E}_{\tilde{p}}[\phi(\theta_{m})] \). The first key idea of CEP is to use the nested structure,

\[
\mathbb{E}_{\tilde{p}}[\phi(\theta_{m})] = \mathbb{E}_{\tilde{p} \mid \theta_{m=1}^{m-1}}[\mathbb{E}_{\tilde{p} \mid \theta_{m}}[\phi(\theta_{m})]]
\]  

(15)

where \( \theta_{\setminus m} = \theta \setminus \theta_{m} \). Therefore, we can first compute the inner expectation, i.e., conditional moment,

\[
\mathbb{E}_{\tilde{p}(\theta_{m}) \mid \theta_{m}}[\phi(\theta_{m})] = g(\theta_{m}),
\]  

(16)

and then seek for computing the outer expectation, \( \mathbb{E}_{\tilde{p}(\theta_{m})}[g(\theta_{m})] \). The inner expectation is often easy to compute (e.g., with our CP/Tucker likelihood). When \( f_{n} \) is factorized individually over each element of \( \theta \), this can always be efficiently and accurately calculated by quadrature. However, the outer expectation is still difficult to obtain because \( \tilde{p}(\theta_{m}) \) is intractable. The second key idea of CEP is that since the moment matching is also between \( q(\theta_{m}) \) and \( \tilde{p}(\theta_{m}) \), we can use the current marginal posterior to approximate the marginal tilted distribution and then compute the outer expectation,

\[
\mathbb{E}_{\tilde{p}(\theta_{m})}[g(\theta_{m})] \approx \mathbb{E}_{q(\theta_{m})}[g(\theta_{m})].
\]  

(17)

If it is still analytically intractable, we can use the delta method [Oehlert, 1992] to approximate the expectation. That is, we use a Taylor expansion of \( g(\cdot) \) at the mean of \( \theta_{m} \). Take the first-order expansion as an example,

\[
g(\theta_{m}) \approx g \left( \mathbb{E}_{q(\theta_{m})}[\theta_{m}] \right) + J \left( \theta_{m} - \mathbb{E}_{q(\theta_{m})}[\theta_{m}] \right)
\]

where \( J \) is the Jacobian of \( g \) at \( \mathbb{E}_{q(\theta_{m})}[\theta_{m}] \). Then we take the expectation on the Taylor approximation instead,

\[
\mathbb{E}_{q(\theta_{m})} \left[ g(\theta_{m}) \right] \approx g \left( \mathbb{E}_{q(\theta_{m})}[\theta_{m}] \right).
\]  

(18)

The above computation are very conveniently to implement. Once we obtain the conditional moment \( g(\theta_{m}) \), we simply replace the \( \theta_{m} \) by its expectation under current posterior approximation \( q \), i.e., \( \mathbb{E}_{q(\theta_{m})}[\theta_{m}] \), to obtain the matched moment \( g(\mathbb{E}_{q(\theta_{m})}[\theta_{m}]) \), with which to construct \( q^{*} \) in Step 3 of EP (see (12)). The remaining steps are the same.

### C.2 Running Posterior Update

Now we use the CEP framework to update the running posterior \( p(\Theta_{n+1}, \tau | D_{n+1}) \) in equation (8) in main paper via the approximation (equation (9) in the main paper). To simplify the notation, let us define \( \nu_{m} \equiv u_{m}^{n+1} \), and hence for each \( (\ell, y) \in B_{n+1} \), we approximate

\[
\mathcal{N}(y|1 \top \left( \nu_{\ell,1} \circ \ldots \circ \nu_{\ell,M} \right), \tau^{-1}) \approx \prod_{m=1}^{M} \mathcal{N}(\nu_{m}^{n} | \gamma_{m}^{n}, \Omega_{m}^{n}) \text{Gam}(\tau | \alpha_{\ell}, \omega_{\ell}).
\]  

(19)

If we substitute (15) into (16), we can immediately obtain a Gaussian posterior approximation of each \( \nu_{m}^{n} \) and a Gamma posterior approximation of the noise inverse variance \( \tau \). Then dividing the current posterior approximation with the R.H.S. of (19), we can obtain the calibrated distribution,

\[
q^{\ell}(\nu_{m}^{n}) = \mathcal{N}(\nu_{m}^{n} | \beta_{m}^{\kappa}, \Omega_{m}^{\kappa}),
\]

\[
q^{\ell}(\tau) = \text{Gam}(\tau | \alpha_{\ell}^{\kappa}, \omega_{\ell}^{\kappa})
\]  

(20)

where \( 1 \leq m \leq M \). Next, we construct a tilted distribution,

\[
\bar{p}(\nu_{\ell,1}, \ldots, \nu_{\ell,M}, \gamma_{m}^{n}, \Omega_{m}^{n}) \propto q^{\ell}(\tau) \cdot \prod_{m=1}^{M} q^{\ell}(\nu_{m}^{n}) \cdot \mathcal{N}(y|1 \top (\nu_{\ell,1} \circ \ldots \circ \nu_{\ell,M}^{n}), \tau^{-1})
\]

(21)

To update each \( \mathcal{N}(\nu_{m}^{n} | \gamma_{m}^{n}, \Omega_{m}^{n}) \) in (19), we first look into the conditional tilted distribution,

\[
\bar{p}(\nu_{m}^{n} | \nu_{\ell}^{n}, \gamma_{m}^{n}, \Omega_{m}^{n}) \propto \mathcal{N}(\nu_{m}^{n} | \beta_{m}^{n}, \Omega_{m}^{n}) \cdot \mathcal{N}(y| (\nu_{\ell}^{n})^{\top} \nu_{m}^{n}, \tau^{-1})
\]

(22)
where $\mathcal{V}_k^m = \{v_{kj} | 1 \leq j \leq M, j \neq m\}$, and

$$v_{k}^m = v_{k1} \circ \ldots \circ v_{km-1} \circ v_{km+1} \circ \ldots \circ v_{kn}. $$

The conditional tilted distribution is obviously Gaussian, and the conditional moment is straightforward to obtain.

$$S(v_k^m | \mathcal{V}_k^m, \tau) = \left[ \Omega_{km}^{-1} + \tau v_{k}^m \right]^{-1},$$

$$\mathbb{E}[v_k^m | \mathcal{V}_k^m, \tau] = S(v_k^m | \mathcal{V}_k^m, \tau) \cdot \left( \Omega_{km}^{-1} \beta_{km} + \tau y v_{k}^m \right),$$

where $S$ denotes the conditional covariance. Next, according to (18), we simply replace $\tau$, $v_k^m$, and $v_k^m$ by their expectation under the current posterior $q$ in (23) and (24), to obtain the moments, i.e., the mean and covariance matrix, with which we can construct $q^*$ in Step 3 of the EP framework. The computation of $\mathbb{E}_q[\tau]$ is straightforward, and

$$\mathbb{E}_q[v_k^m] = \mathbb{E}_q[v_{k1}^m] \circ \ldots \circ \mathbb{E}_q[v_{km-1}^m] \circ \mathbb{E}_q[v_{km+1}^m] \circ \ldots \circ \mathbb{E}_q[v_{kn}^m],$$

$$\mathbb{E}_q[v_k^m \left( v_k^m \right)^\top] = \mathbb{E}_q[v_{k1}^m \left( v_{k1}^m \right)^\top] \circ \ldots \circ \mathbb{E}_q[v_{kn}^m \left( v_{kn}^m \right)^\top].$$

Similarly, to update $\text{Gam}(\alpha, \omega)$ in (19), we first observe that the conditional tilted distribution is also a Gamma distribution,

$$\tilde{p}(\tau | v_k) \propto \text{Gam}(\tau | \tilde{\alpha}, \tilde{\omega}) \propto \text{Gam}(\tau | \alpha^\ell, \omega^\ell) N(y | v_k, \tau^{-1})$$

where $v_k = v_{k1} \circ \ldots \circ v_{kn}$, and

$$\tilde{\alpha} = \alpha^\ell + \frac{1}{2},$$

$$\tilde{\omega} = \omega^\ell + \frac{1}{2} y^2 + \frac{1}{2} y^\top v_{\ell} v_{\ell}^\top 1 - y 1^\top v.$$

Since the conditional moments (the expectation of $\tau$ and $\log \tau$) are functions of $\alpha$ and $\omega$, when using the delta method to approximate the expected conditional moment, it is equivalent to approximating the expectation of $\tilde{\alpha}$ and $\tilde{\omega}$ first, and then use the expected $\tilde{\alpha}$ and $\tilde{\omega}$ to recover the moments. As a result, we can simply replace $v_k$ and $\mathbb{E}_q[v_k]$ in (25) by their expectation under the current posterior, and we obtain the approximation of $\mathbb{E}_q[\tilde{\alpha}]$ and $\mathbb{E}_q[\tilde{\omega}]$. With these approximated expectation, we then construct $q^*(\tau) = \text{Gam}(\tau | \mathbb{E}_q[\tilde{\alpha}], \mathbb{E}_q[\tilde{\omega}])$ at Step 3 in EP. The remaining steps are straightforward.

The running posterior update with the Tucker form likelihood follows a similar way.

D More Results on Simulation Study

D.1 Accuracy of Trajectory Recovery

We provide the quantitative result in recovering the factor trajectories. Note that there is only one competing method, NONFAT, which can also estimate factor trajectories. We therefore ran our method and NONFAT on the synthetic dataset. We then randomly sampled 500 time points in the domain and evaluate the RMSE of the learned factor trajectories for each method. As shown in Table 1, the RMSE of NONFAT on recovering $u_1^2(t)$ and $u_2^2(t)$ is close to SFTL, showing NONFAT achieved the same (or very close) quality in recovering these two trajectories. However, on $u_1^2(t)$ and $u_2^2(t)$, the RMSE of NONFAT is much larger, showing that NONFAT have failed to capture the other two trajectories. By contrast, SFTL consistently well recovered them.

D.2 Sensitive Analysis on Kernel Parameters

To examine the sensitivity to the kernel parameters, we used the synthetic dataset, and randomly sampled 100 entries and new timestamps for evaluation. We then examined the length-scale $\rho$ and
<table>
<thead>
<tr>
<th>$\rho$</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matérn-1/2 SFTL-CP</td>
<td>0.091</td>
<td>0.064</td>
<td>0.059</td>
<td>0.056</td>
<td>0.057</td>
</tr>
<tr>
<td>Matérn-1/2 SFTL-Tucker</td>
<td>0.060</td>
<td>0.055</td>
<td>0.056</td>
<td>0.056</td>
<td>0.057</td>
</tr>
<tr>
<td>Matérn-3/2 SFTL-CP</td>
<td>0.062</td>
<td>0.061</td>
<td>0.074</td>
<td>0.093</td>
<td>0.112</td>
</tr>
<tr>
<td>Matérn-3/2 SFTL-Tucker</td>
<td>0.061</td>
<td>0.059</td>
<td>0.078</td>
<td>0.101</td>
<td>0.129</td>
</tr>
</tbody>
</table>

(a) Prediction RMSE with $a = 0.3$ and varying $\rho$.

<table>
<thead>
<tr>
<th>$a$</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matérn-1/2 SFTL-CP</td>
<td>0.056</td>
<td>0.064</td>
<td>0.057</td>
<td>0.059</td>
<td>0.063</td>
</tr>
<tr>
<td>Matérn-1/2 SFTL-Tucker</td>
<td>0.065</td>
<td>0.055</td>
<td>0.054</td>
<td>0.055</td>
<td>0.055</td>
</tr>
<tr>
<td>Matérn-3/2 SFTL-CP</td>
<td>0.072</td>
<td>0.061</td>
<td>0.063</td>
<td>0.060</td>
<td>0.059</td>
</tr>
<tr>
<td>Matérn-3/2 SFTL-Tucker</td>
<td>0.098</td>
<td>0.059</td>
<td>0.064</td>
<td>0.062</td>
<td>0.061</td>
</tr>
</tbody>
</table>

(b) Prediction RMSE with $\rho = 0.3$ and varying $a$.

Table 1: RMSE in recovering trajectories on the simulation data.

Table 2: Sensitive analysis of amplitude $a$ and length-scale $\rho$ on synthetic data.

amplitude $a$, for two commonly-used Matérn kernels: Matérn-1/2 and Matérn-3/2. The study was performed on SFTL based on both the CP and Tucker forms. The results are reported in Table 2. Overall, the predictive performance of SFTL is less sensitive to the amplitude parameter $a$ than to the length-scale parameter $\rho$. But when we use Matérn-1/2, the performance of both SFTL-CP and SFTL-Tucker is quite stable to the length-scale parameter $\rho$. When we use Matérn-3/2, the choice of the length-scale is critical.

E Real-World Dataset Information and Competing Methods

We tested all the methods in the following four real-world datasets.

- **FitRecord**, workout logs of EndoMondo users’ health status in outdoor exercises. We extracted a three-mode tensor among 500 users, 20 sports types, and 50 altitudes. The entry values are heart rates. There are 50K observed entry values along with the timestamps.

- **ServerRoom**, temperature logs of Poznan Supercomputing and Networking Center. We extracted a three-mode tensor between 3 air conditioning modes (24°, 27° and 30°), 3 power usage levels (50%, 75%, 100%) and 34 locations. We collected 10K entry values and their timestamps.

- **BeijingAir-2**, air pollution measurement in Beijing from year 2014 to 2017. We extracted a two-mode tensor (monitoring site, pollutant), of size $12 \times 6$, and collected 20K observed entry values (concentration) and their timestamps.

- **BeijingAir-3**, extracted from the same data source as BeijingAir-2, a three-mode tensor among 12 monitoring sites, 12 wind speeds and 6 wind directions. The entry value is the PM2.5 concentration. There are 15K observed entry values at different timestamps.

We first compared with the following state-of-the-art streaming tensor decomposition methods based on the CP or Tucker model. (1) POST [Du et al., 2018], probabilistic streaming CP decomposition via mean-field streaming variational Bayes [Broderick et al., 2013] (2) BASS-Tucker [Fang et al., 2021] Bayesian streaming Tucker decomposition, which online estimates a sparse tensor-core via a spike-and-slab prior to enhance the interpretability. We also implemented (3) ADF-CP, streaming CP decomposition methods.

[https://sites.google.com/eng.ucsd.edu/fitrec-project/home](https://sites.google.com/eng.ucsd.edu/fitrec-project/home)
[https://zenodo.org/record/3610078?z3.YSR3BMJGI](https://zenodo.org/record/3610078?z3.YSR3BMJGI)
Next, we tested the state-of-the-art static decomposition algorithms, which have to go through the data many times. (4) P-Tucker [Oh et al., 2018], an efficient Tucker decomposition algorithm that performs parallel row-wise updates. (5) CP-ALS and (6) Tucker-ALS [Bader and Kolda, 2008], CP/Tucker decomposition via alternating least square (ALS) updates. The methods (1-6) are not specifically designed for temporal decomposition and cannot utilize the timestamps of the observed entries. In order to incorporate the time information for a fair comparison, we augment the tensor with a time mode, and convert the ordered, unique timestamps into increasing time steps. We then compare with the most recent continuous-time temporal decomposition methods. Note that none of these methods can handle data streams. They have to iteratively access the data to update the model parameters and factor estimates. (7) CT-CP [Zhang et al., 2021], continuous-time CP decomposition, which uses polynomial splines to model a time-varying coefficient \( \lambda \) for each latent factor. (8) CT-GP, continuous-time GP decomposition, which extends [Zhe et al., 2016] to use GPs to learn the tensor entry value as a function of the latent factors and time \( y(\mathbf{u}_k, \mathbf{u}_k^T, t) \sim \mathcal{GP}(0(\kappa, \cdot), \cdot) \). (9) BCTT [Fang et al., 2022], Bayesian continuous-time Tucker decomposition, which estimates the tensor-core as a time-varying function. (10) THIS-ODE [Li et al., 2022], which uses a neural ODE [Chen et al., 2018] to model the entry value as a function of the latent factors and time, \( y(t) = \text{NN}(\mathbf{u}_k, \mathbf{u}_k^T, t) \) where NN is short for neural networks. (11) NONFAT [Wang and Zhe, 2019].

F More Results about Prediction Accuracy

We report for \( R = 2, R = 3 \) and \( R = 7 \), the final prediction error (after the data has been processed) of all the methods in Table 3, Table 4 and Table 5 respectively. We report for \( R = 2, R = 3 \) and \( R = 7 \), the online predictive performance of the streaming decomposition approaches in Fig. 1, Fig. 2 and Fig. 3 respectively.

![Figure 1: Online prediction error with the number of processed entries (\( R = 2 \)).](image)

Figure 2: Online prediction error with the number of processed entries (\( R = 3 \)).

G Running time

As compared with static (non-streaming) methods, such as BCTT, our method is faster and more efficient. That is because whenever new data comes in, the static methods have to retrain the model from scratch and iteratively access the whole data accumulated so far, while our method only performs incremental updates and never needs to revisit the past data. To demonstrate this point, we compare
<table>
<thead>
<tr>
<th>Static</th>
<th>FitRecord</th>
<th>ServerRoom</th>
<th>BeijingAir-2</th>
<th>BeijingAir-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTucker</td>
<td>0.606 ± 0.015</td>
<td>0.757 ± 0.36</td>
<td>0.509 ± 0.01</td>
<td>0.442 ± 0.142</td>
</tr>
<tr>
<td>Tucker-ALS</td>
<td>0.914 ± 0.01</td>
<td>0.991 ± 0.011</td>
<td>0.586 ± 0.016</td>
<td>0.896 ± 0.032</td>
</tr>
<tr>
<td>CP-ALS</td>
<td>0.926 ± 0.013</td>
<td>0.997 ± 0.016</td>
<td>0.647 ± 0.041</td>
<td>0.918 ± 0.031</td>
</tr>
<tr>
<td>CT-CP</td>
<td>0.675 ± 0.009</td>
<td>0.412 ± 0.024</td>
<td>0.642 ± 0.007</td>
<td>0.832 ± 0.035</td>
</tr>
<tr>
<td>CT-GP</td>
<td>0.611 ± 0.008</td>
<td>0.210 ± 0.021</td>
<td>0.723 ± 0.01</td>
<td>0.28 ± 0.0006</td>
</tr>
<tr>
<td>BCTT</td>
<td>0.604 ± 0.019</td>
<td>0.715 ± 0.352</td>
<td>0.504 ± 0.01</td>
<td>0.799 ± 0.027</td>
</tr>
<tr>
<td>NONFAT</td>
<td>0.543 ± 0.002</td>
<td>0.132 ± 0.002</td>
<td>0.425 ± 0.002</td>
<td>0.878 ± 0.014</td>
</tr>
<tr>
<td>THIS-ODE</td>
<td>0.544 ± 0.005</td>
<td>0.142 ± 0.004</td>
<td>0.553 ± 0.015</td>
<td>0.876 ± 0.027</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stream</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>POST</td>
<td>0.705 ± 0.013</td>
<td>0.767 ± 0.155</td>
<td>0.530 ± 0.01</td>
<td>0.695 ± 0.135</td>
</tr>
<tr>
<td>ADF-CP</td>
<td>0.669 ± 0.033</td>
<td>0.764 ± 0.144</td>
<td>0.538 ± 0.07</td>
<td>0.54 ± 0.005</td>
</tr>
<tr>
<td>SFTL-Tucker</td>
<td>1 ± 0.016</td>
<td>1 ± 0.016</td>
<td>1.043 ± 0.06</td>
<td>0.982 ± 0.005</td>
</tr>
<tr>
<td>SFTL-CP</td>
<td>0.437 ± 0.014</td>
<td>0.18 ± 0.019</td>
<td>0.323 ± 0.019</td>
<td>0.462 ± 0.009</td>
</tr>
<tr>
<td>SFTL-Tucker</td>
<td>0.446 ± 0.024</td>
<td>276 ± 0.031</td>
<td>0.344 ± 0.031</td>
<td>0.417 ± 0.035</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MAE</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PTucker</td>
<td>0.416 ± 0.005</td>
<td>0.388 ± 0.152</td>
<td>0.336 ± 0.004</td>
<td>0.271 ± 0.053</td>
</tr>
<tr>
<td>Tucker-ALS</td>
<td>0.676 ± 0.008</td>
<td>0.744 ± 0.01</td>
<td>0.408 ± 0.008</td>
<td>0.669 ± 0.02</td>
</tr>
<tr>
<td>CP-ALS</td>
<td>0.686 ± 0.011</td>
<td>0.748 ± 0.009</td>
<td>0.454 ± 0.057</td>
<td>0.691 ± 0.016</td>
</tr>
<tr>
<td>CT-CP</td>
<td>0.466 ± 0.005</td>
<td>0.295 ± 0.029</td>
<td>0.46 ± 0.06</td>
<td>0.642 ± 0.02</td>
</tr>
<tr>
<td>CT-GP</td>
<td>0.424 ± 0.006</td>
<td>0.155 ± 0.012</td>
<td>0.517 ± 0.01</td>
<td>0.626 ± 0.01</td>
</tr>
<tr>
<td>BCTT</td>
<td>0.419 ± 0.015</td>
<td>0.534 ± 0.263</td>
<td>0.343 ± 0.003</td>
<td>0.579 ± 0.018</td>
</tr>
<tr>
<td>NONFAT</td>
<td>0.373 ± 0.001</td>
<td>0.083 ± 0.001</td>
<td>0.282 ± 0.002</td>
<td>0.622 ± 0.006</td>
</tr>
<tr>
<td>THIS-ODE</td>
<td>0.377 ± 0.003</td>
<td>0.097 ± 0.003</td>
<td>0.355 ± 0.008</td>
<td>0.606 ± 0.015</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Static</th>
<th>FitRecord</th>
<th>ServerRoom</th>
<th>BeijingAir-2</th>
<th>BeijingAir-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>POST</td>
<td>0.485 ± 0.008</td>
<td>0.564 ± 0.091</td>
<td>0.368 ± 0.008</td>
<td>0.517 ± 0.123</td>
</tr>
<tr>
<td>ADF-CP</td>
<td>0.462 ± 0.022</td>
<td>0.574 ± 0.073</td>
<td>0.401 ± 0.029</td>
<td>0.415 ± 0.038</td>
</tr>
<tr>
<td>SFTL-T Tucker</td>
<td>0.777 ± 0.039</td>
<td>0.749 ± 0.01</td>
<td>0.871 ± 0.125</td>
<td>0.727 ± 0.029</td>
</tr>
<tr>
<td>SFTL-CP</td>
<td>0.248 ± 0.005</td>
<td>0.126 ± 0.007</td>
<td>0.199 ± 0.005</td>
<td>0.311 ± 0.004</td>
</tr>
<tr>
<td>SFTL-T Tucker</td>
<td>0.25 ± 0.01</td>
<td>0.203 ± 0.032</td>
<td>0.218 ± 0.02</td>
<td>0.261 ± 0.023</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MAE</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PTucker</td>
<td>0.392 ± 0.009</td>
<td>0.323 ± 0.053</td>
<td>0.307 ± 0.005</td>
<td>0.197 ± 0.029</td>
</tr>
<tr>
<td>Tucker-ALS</td>
<td>0.648 ± 0.012</td>
<td>0.743 ± 0.008</td>
<td>0.39 ± 0.008</td>
<td>0.651 ± 0.018</td>
</tr>
<tr>
<td>CP-ALS</td>
<td>0.666 ± 0.013</td>
<td>0.746 ± 0.01</td>
<td>0.415 ± 0.022</td>
<td>0.676 ± 0.021</td>
</tr>
<tr>
<td>CT-CP</td>
<td>0.462 ± 0.005</td>
<td>0.348 ± 0.141</td>
<td>0.489 ± 0.006</td>
<td>0.632 ± 0.015</td>
</tr>
<tr>
<td>CT-GP</td>
<td>0.419 ± 0.005</td>
<td>0.158 ± 0.022</td>
<td>0.544 ± 0.012</td>
<td>0.627 ± 0.015</td>
</tr>
<tr>
<td>BCTT</td>
<td>0.392 ± 0.004</td>
<td>0.267 ± 0.067</td>
<td>0.299 ± 0.006</td>
<td>0.607 ± 0.027</td>
</tr>
<tr>
<td>NONFAT</td>
<td>0.355 ± 0.001</td>
<td>0.078 ± 0.001</td>
<td>0.265 ± 0.003</td>
<td>0.622 ± 0.006</td>
</tr>
<tr>
<td>THIS-ODE</td>
<td>0.363 ± 0.004</td>
<td>0.083 ± 0.002</td>
<td>0.348 ± 0.006</td>
<td>0.603 ± 0.009</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stream</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>POST</td>
<td>0.482 ± 0.022</td>
<td>0.54 ± 0.102</td>
<td>0.351 ± 0.009</td>
<td>0.442 ± 0.109</td>
</tr>
<tr>
<td>ADF-CP</td>
<td>0.454 ± 0.006</td>
<td>0.5 ± 0.009</td>
<td>0.381 ± 0.006</td>
<td>0.393 ± 0.009</td>
</tr>
<tr>
<td>BASS</td>
<td>0.827 ± 0.024</td>
<td>0.749 ± 0.009</td>
<td>0.919 ± 0.041</td>
<td>0.73 ± 0.018</td>
</tr>
<tr>
<td>SFTL-CP</td>
<td>0.246 ± 0.005</td>
<td>0.121 ± 0.003</td>
<td>0.176 ± 0.006</td>
<td>0.305 ± 0.006</td>
</tr>
<tr>
<td>SFTL-T Tucker</td>
<td>0.24 ± 0.002</td>
<td>0.18 ± 0.042</td>
<td>0.196 ± 0.03</td>
<td>0.263 ± 0.011</td>
</tr>
</tbody>
</table>

Table 3: Final prediction error with $R = 2$. The results were averaged from five runs.

Table 4: Final prediction error with $R = 3$. The results were averaged from five runs.
The state-space prior used our method arises from the LTI-SDE (7), an equivalent representation of the GP prior over time functions using a type of Matérn kernels. While elegant and useful, building equivalent SDEs to a specific GP prior might restrict the expressivity of our model. To overcome this limitation, we plan to construct an SDE prior directly, e.g., a linear SDE to model how the factor
trajectory varies along the time. Then we consider converting the SDE into a state-space prior. In
doing so, we can further improve the flexibility of our model to capture more complex temporal
evolution, e.g., non-stationary and highly fluctuating.
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