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A One-Class Homophily Phenomenon1

Fig. 1 shows the one-class homophily phenomenon on the rest of four datasets, in which ACM is a2

dataset with injected anomalies while the other three datasets contain real anomalies. The results3

here are consistent with that in the main text.4

Given the graph along with the ground truth labels, following [3, 10], the homophily and heterophily5

are defined as the ratio of the edges connecting the node with the same classes and different classes,6

respectively:7 {
Xhetero(v) =

1
|N(v)| |{u : u ∈ N(v), yu ̸= yv}|

Xhomo(v) =
1

|N(v)| |{u : u ∈ N(v), yu = yv}|
(1)

where yv is the label to denote whether the node v is an anomaly or not.8

B Description of Datasets9

We conduct the experiments on two real-world dataset with injected anomalies and four real-world10

with genuine anomalies in diverse online shopping services, social networks, and citation networks,11

including BlogCatalog [15], ACM[14], Amazon [2], Facebook [16], Reddit and YelpChi [5]. The12

statistical information including the number of nodes, edge, the dimension of the feature, and the13

anomalies rate of the datasets can be found in Tab. 1.14

Particularly, BlogCatalog is a social blog directory where users can follow each other. Each node15

represents a user, and each link indicates the following relationships between two users. The attributes16

of nodes are the tags that describe users and their blogs. ACM is a citation graph dataset where the17

nodes denote the published papers and the edge denotes the citations relationship between the papers.18

The attributes of each node are the content of the corresponding paper. BlogCatalog and ACM are19

popular GAD datasets where the anomalies are injected ones, including structural anomalies and20

contextual anomalies, which are created following the prior work [8]. Amazon is a graph dataset21

capturing the relations between users and product reviews. Following [2, 17], three different user-user22

graph datasets are derived from Amazon using different adjacency matrix construction approaches.23

In this work, we focus on the Amazon-UPU dataset that connects the users who give reviews to at24

least one same product. The users with less than 20% are treated as anomalies. Facebook [16] is a25

social network where users build relationships with others and share their same friends. Reddit is a26

network of forum posts from the social media Reddit, in which the user who has been banned from27

the platform is annotated as an anomaly. Their post texts were converted to the vector as their attribute.28

YelpChi includes hotel and restaurant reviews filtered (spam) and recommended (legitimate) by Yelp.29

Following [11, 13], three different graph datasets derived from Yelp using different connections in30

user, product review text, and time. In this work, we only use YelpChi-RUR which connects reviews31

posted by the same user. Note that considering it’s difficult to conduct an evaluation on the isolated32

nodes in the graph, they were removed before modeling.33
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Figure 1: Homophily distribution of normal nodes and abnormal nodes on the rest of four datasets

Table 1: Key statistics of the datasets. The real-world datasets with Injected/Real anomalies(I/R).

Data set Type R/I Nodes Edges Attributes Anomalies(Rate)

BlogCatalog Social Networks I 5,196 171,743 8,189 300(5.77%)
ACM Citation Networks I 16,484 71,980 8,337 597(3.63%)
Amazon Co-review R 11,944 175,608 25 796(6.66%)
Facebook Social Networks R 4,039 88,234 576 27(0.67%)
Reddit Social Networks R 10,984 175,608 64 366(3.33%)
YelpChi Co-review R 45,954 49,315 32 1,217(2.65%)

C Additional Experimental Results34

C.1 Hyperparameter Analysis35

This section analyzes the sensitivity of TAM w.r.t. two key hyperparameters, including the regulariza-36

tion hyperparameter λ and the ensemble parameters T . The results on λ and T are shown in Fig. 237

and Fig. 3, respectively.38

Ensemble Parameter T . As shown in Fig. 2 with increasing T , TAM generally performs better and39

becomes stable around T ≈ 4. This is mainly because the use of more ensemble models on truncated40

graphs reduces the impact of the randomness of truncation and increases the probability of weakening41

the affinity of abnormal nodes to its neighbors, and this effect would diminish when T is sufficiently42

large. The average of local affinity from multiple truncated graph sets is more conducive to anomaly43

detection.44
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Figure 2: AUROC and AUPRC results w.r.t. # of ensemble parameter T

Figure 3: AUROC and AUPRC results w.r.t. # of regularization hyperparameter λ

Regularization Hyperparameter λ. In order to evaluate the effectiveness of λ, we adopt different45

values to adjust the weight of the regularization. From Fig. 3, we can see that for BlogCatalog46

and Facebook, adding the regularization improves the effectiveness of the model by a large margin.47

This is mainly because the use of regularization can prevent all nodes from having identical feature48

representations. For most real-world datasets with genuine anomalies, the regularization does49

not significantly improve the effectiveness of the model while decreasing the performance as the50

increasing of λ. The main reason is Amazon, Reddit, and YelpChi are real-world datasets with diverse51

attributes, and the role of regularization items is not reflected during affinity maximization.52

C.2 Complexity Analysis53

This subsection analyzes the time complexity of TAM. Specifically, the distance calculation takes54

O(md0), m is the number of non-zero elements in the adjacent matrix A, and d0 is the dimension of55

attributes for each node. The graph truncation in TAM takes 2Nη, where N is the number of nodes56

and η is the average degree in the graph. In LAMNet, we build a GCN for each truncated graph,57

which takes O(md1h), where h and d1 denotes the number of feature maps and feature dimensions58

in graph convolution operation, respectively. The construction of a GCN takes O(md1h). LAMNet59

also needs to compute all connected pairwise similarities, which takes O(d1m). Thus, the overall60

complexity of TAM is O(md0 + (d1m+md1h+ 2Nη)KT ), where K is the truncation depth and61

T is the ensemble parameter. The complexity is lower than the time complexity in many existing62

GNN-based graph anomaly detection methods based on the subgraph sampling and hop counting63

[18, 4].64
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Figure 4: TAM results w.r.t. # (aggregation score) of graph truncation depth K

Figure 5: AUROC and AUPRC results of TAM using single-truncation scale-based anomaly scores

C.3 Anomaly Scoring65

AUROC Results of TAM and Its Variants. We present the AUPRC results of TAM and its66

two variants, Degree and TAM-T in the main text, where TAM can consistently and significantly67

outperform both variants. Similar observation can also be found from the AUROC results in Fig. 4(a).68

Fig. 4(b) shows the AUROC results of anomaly scoring by aggregating the anomaly scores under all69

truncation scales/depths. Similar to the AUPRC results in the main text, the anomaly scores obtained70

from different truncation scales/depths can largely improve the detection performance and the results71

become stable with increasing graph truncation depth K.72

Anomaly Scoring Using Multi-scale Truncation vs Single-scale Truncation. Fig. 5 shows the73

results of TAM that performs anomaly scoring based on a single-scale graph truncation rather than the74

default multi-scale graph truncation. As shown in Fig. 5, the increase of K improves the performance75

on large datasets such as the Amazon datasets, but it often downgrades the performance on the76

datasets such as Reddit and YelpChi. The main reason is that the node attributes in these datasets are77

more similar than the other datasets, restricting the effect of graph truncation. However, the opposite78

case can occur on the other datasets. To tackle this issue, we define the overall anomaly score as79

an average score over the anomaly scores obtained from the LAMNets built using truncated graphs80

under all truncation depths/scales. This resulting multi-scale anomaly score, as shown in Fig. 4(b),81

performs much more stably than the single-scale anomaly score.82
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Table 2: AUROC and AUPRC results of TAM using shared-weight LAMNets (TAM-S) vs non-
shared-weight LAMNets (TAM).

Metric Method Dataset
BlogCatalog ACM Amazon Facebook Reddit YelpChi

AUROC TAM-S 0.8170±0.002 0.8826±0.003 0.7044±0.008 0.9165±0.005 0.6008±0.002 0.5407±0.008

TAM 0.8248±0.003 0.8878±0.024 0.7064±0.010 0.9144±0.008 0.6023±0.004 0.5643±0.007

AUPRC TAM-S 0.3908±0.002 0.4960±0.001 0.2597±0.002 0.2087±0.006 0.0459±0.003 0.0691±0.002

TAM 0.4182±0.005 0.5124±0.018 0.2634±0.008 0.2233±0.016 0.0446±0.001 0.0778 ±0.009

C.4 Sharing Weights LAMNet vs. No Sharing Weights LAMNet83

In our experiments, the weight parameters in LAMNets are independent from each other by default,84

i.e., GNNs in LAMNets are independently trained. In this section, we compare TAM with its variant85

TAM-S where all LAMNets use a single GNN backbone with shared weight parameter. The results86

are shown in Tab. 2. It is clear that TAM performs consistently better than, or comparably well to,87

TAM-S across the six datasets.88

D Description of algorithms89

D.1 Competing Methods90

• iForest [6] builds multiple trees to isolate the data based on the node’s feature. It has been91

widely used in outlier detection.92

• ANOMALOUS [12] proposes a joint network to conduct the selection of attributes in the93

CUR decomposition and residual analysis. It can avoid the adverse effects brought by noise.94

• DOMINANT [1] leverages the auto-encoder for graph anomaly detection. It consists of an95

encoder layer and a decoder layer which construct the feature and structure of the graph. The96

reconstruction errors from the feature and structural module are combined as the anomaly97

score.98

• HCM-A [4] constructs an anomaly indicator by estimating hop count based on both global99

and local contextual information. It also employs Bayesian learning in predicting the shortest100

path between node pairs.101

• CoLA [8] exploits the local information in a contrastive self-supervised framework. They102

define the positive pair and negative pair for a target node. The anomaly score is defined as103

the difference value between its negative and positive score.104

• SL-GAD [18] constructs two modules including generative attribute regression and multi-105

view contrastive for anomaly detection based on CoLA. The anomaly score is generated from106

the degree of mismatch between the constructed and original features and the discrimination107

scores.108

• ComGA [9] designs a tailor GCN to learn distinguishable node representations by explicitly109

capturing community structure.110

Their implementation is taken directly from their official web pages or the widely-used PyGOD111

library [7]. The links to the source code pages are as follows:112

• iForest: https://github.com/pygod-team/pygod113

• ANOMALOUS: https://github.com/pygod-team/pygod114

• DOMIANT: https://github.com/kaize0409/GCN_AnomalyDetection_pytorch115

• HCM-A: https://github.com/TienjinHuang/GraphAnomalyDetection116

• CoLA: https://github.com/GRAND-Lab/CoLA:117

• SL-GAD: https://github.com/yixinliu233/SL-GAD118

• ComGA:https://github.com/XuexiongLuoMQ/ComGA119
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Algorithm 1 NSGT
Input: Attributed Graph, G=(V,E), Distance Matrix, D
Output: A truncated graph structure Ẽ.

1: /* Regard the graph as a direct graph */
2: Initialize the directed graph truncation indicator e(vi,vj) = 1 iff (vi, vj) ∈ E

3: Find the mean dmean from D using dmean = 1
m

∑
(vi,vj)∈ε dij

4: for each v in V do
5: Find the maximum d

(v)
max from {dis(v, v′), (v, v′) ∈ E}

6: if d(v)max > dmean then
7: Randomly sample r from [d

(v)
max, dmean] for node v

8: for each v′ in {v′, (v, v′) ∈ E} do
9: if dis(v, v′) > r then

10: Plan to cut the edge v to v′, i.e., e(v,v′) ← 0
11: end if
12: end for
13: end if
14: end for

/* The edge will be removed only when both connected nodes see the edge as non-homophily
edge */

15: for each v in V do
16: for each v′ in {v′, (v, v′) ∈ E} do
17: Cut the edge between v and v′, Ẽ = E\ ((v, v′) ∪ (v′, v)) ; iff e(v,v′) = e(v′,v) = 0
18: end for
19: end for
20: return The truncated graph structure Ẽ

D.2 Pseudo Codes of TAM.120

The training algorithms of TAM are summarized in Algorithm 1 and Algorithm 2. Algorithm 1121

describes the process of NSGT. Algorithm 2 describes the training process of TAM.122
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Algorithm 2 TAM
Input: Graph, G=(V,E,X), N : Number of nodes, L: Number of layers, E: Training epochs, T :

Ensemble parameter, K: Truncation depth.
Output: Anomaly scores of all nodes s.
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1 ,h
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14: end for
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16: Minimize
∑

vi∈V
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fTAM (vi; Θt,k,A,X) + λ 1

|V\N(vi)|
∑

vk∈V\N(vi)

sim (hi,hk)

)
17: Update Θt,k by using stochastic gradient descent
18: end for
19: end for
20: end for
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T∑
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