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A Implementation Details1

We build our experiments on top of existing implementations of SAC, DQN and Rainbow. For the2

DeepMind Control Suite experiments, we modify Yarats and Kostrikov [2020], adding a prioritized3

replay buffer and the ReLo version. We use an open source implementation of Rainbow1 for the4

Arcade Learning Environment and the DQN implementation from the MinAtar authors Young and5

Tian [2019]. Aside from the collected frames and number of seeds, we have not modified any of the6

hyper-parameters from these original implementations. The hyper-parameters as well as hardware7

and software used are given in Table 1.8

Table 1: Hyper-Parameters of all experiments

Environments Algorithm Algorithm Parameters Hardware & Software

ALE Rainbow

Frames = 2× 106

seeds = 5

Remaining hyper-parameters
same as Hessel et al. [2017]

Hardware-
CPU: 6 Intel Gold 6148 Skylake
GPU: 1 NVidia V100
RAM: 32 GB

Software-
Pytorch: 1.10.0
Python: 3.8

DeepMind Control Suite SAC

Frames = 1× 106

seeds = 5

Remaining hyper-parameters
same as Haarnoja et al. [2018]

Hardware-
CPU: 6 Intel Gold 6148 Skylake
GPU: 1 NVidia V100
RAM: 32 GB

Software-
Pytorch: 1.10.0
Python: 3.8

MinAtar DQN

Frames = 5× 106

seeds = 5

Remaining hyper-parameters
same as Mnih et al. [2015]

Hardware-
CPU: 6 Intel Gold 6148 Skylake
GPU: 1 NVidia V100
RAM: 32 GB

Software-
Pytorch: 1.10.0
Python: 3.8

1https://github.com/Kaixhin/Rainbow
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Figure 1: Visualization of a few environments from each benchmark. Left to right: DeepMind Control
Suite, MinAtar, Arcade Learning Environment
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Figure 2: Comparison of different mapping functions from ReLo to pi on a subset of environments
from the DMC benchmark. Performance is evaluated over 3 seeds.

B Mapping Functions for ReLo9

Prioritized experience replay buffers expect the priorities assigned to data points to be non-negative.10

While the MSE version of the TD error used in PER satisfies this constraint, ReLo does not. Therefore,11

there must be a non-negative, monotonically increasing mapping from ReLo to pi. In our main12

experiments, we clipped negative ReLo values to zero. Another mapping we tried was to set13

pi = eReLo, in which case the probability of sampling a data point Pi, from Eq. 6, corresponds to the14

softmax over ReLo scores. However, for this choice the priority would explode if the ReLo crossed15

values above 40 which happened occasionally during the initial stages of learning in Rainbow. The16

second mapping function candidate was exponential when ReLo is negative and linear otherwise,17

that is,18

fExpLinear =

{
eReLo if ReLo < 0

ReLo + 1 otherwise

The linear part is shifted so that the mapping is smooth around ReLo = 0. As shown in Fig. 2,19

fExpLinear performs worse compared to just clipping negative ReLo values to zero. When the ReLo20

values during training are analysed, we observe that the average of ReLo values (before the mapping)21

tends to be positive, so clipping does not lead to a large loss in information.22

C Extended Related Work23

C.1 Prioritization Schemes24

Prioritization strategies have been leading to important improvements in sample efficiency. Sinha25

et al. [2020] proposes an approach that re-weights experiences based on their likelihood under the26

stationary distribution of the current policy in order to ensure small approximation errors on the value27

function of recurring seen states. Lahire et al. [2021] introduces the Large Batch Experience Replay28

(LaBER) to overcome the issue of the outdated priorities of PER and its hyperparameter sensitivity by29

employing an importance sampling view for estimating gradients. LaBER first samples a large batch30

from the replay buffer then computes the gradient norms and finally down-samples it to a mini-batch31

of smaller size according to a priority.32

Kumar et al. [2020] presents Distribution Correction (DisCor), a form of corrective feedback to33

make learning dynamics more steady. DisCor computes the optimal distribution and performs a34

2



weighted Bellman update to re-weight data distribution in the replay buffer. Inspired by DisCor,35

Regret Minimization Experience Replay (ReMERN) Liu et al. [2021] estimates the suboptimality36

of the Q value with an error network. Yet, Hong et al. [2022] uses Topological Experience Replay37

(TER) to organize the experience of agents into a graph that tracks the dependency between Q-value38

of states.39

While PER was initially proposed as an addition to DQN-style agents, Hou et al. [2017] have shown40

that PER can be a useful strategy for improving performance in Deep Deterministic Policy Gradients41

(DDPG) Lillicrap et al. [2016]. Another recent strategy to improve sample efficiency was to introduce42

losses from the transition dynamics along with the TD error as the priority Oh et al. [2022]. Although43

this has shown improvements, it involves additional computational complexity since it also requires44

learning a reward predictor and transition predictor for the environment. Our proposal does not45

require training additional networks and hence is similar in computational complexity to PER. This46

makes it very simple to integrate into any existing algorithm. Wang and Ross [2019] propose an47

algorithm to dynamically reduce the replay buffer size during training of SAC so that the agent48

prioritizes recent experience while also ensuring that updates performed using newer data are not49

overwritten by updates from older data. However, they do not distinguish between points based on50

learn-ability and only assume that newer data is more useful for the agent to learn.51

C.2 Off-Policy Algorithms52

Off-policy algorithms are those that can learn a policy by learning from data not generated from53

the current policy. This improves sample efficiency by reusing data collected by old versions of54

the policy. This is in contrast to on-policy algorithms such as PPO Schulman et al. [2017], which55

after collecting a batch of data and training on it, discard those samples and start data collection56

from scratch. Recent state-of-the-art off-policy algorithms for continuous control include Soft Actor57

Critic (SAC) Haarnoja et al. [2018] and Twin Delayed DDPG (TD3) Fujimoto et al. [2018]. SAC58

learns two Q networks together and uses the minimum of the Q values generated by these networks59

for the Bellman update equation to avoid over estimation bias. The Q target update also includes a60

term to maximize the entropy of the policy to encourage exploration, a formulation that comes from61

Maximum Entropy RL Ziebart et al. [2008]. TD3 is a successor to DDPG Lillicrap et al. [2016]62

which addresses the overestimation bias present in DDPG in a similar fashion to SAC, by learning63

two Q networks in parallel, which explains the “twin” in the name. It learns an actor network µ64

following Eq. 4 to compute the maximum over Q values. TD3 proposes that the actor networks be65

updated at a less frequent interval than the Q networks, which gives rise to the “delayed” name. In66

discrete control, Rainbow Hessel et al. [2017] combines several previous improvements over DQN,67

such as Double DQN van Hasselt et al. [2016], PER Schaul et al. [2016], Dueling DQN Wang et al.68

[2016], Distributional RL Bellemare et al. [2017] and Noisy Nets Fortunato et al. [2018].69

D DeepMind Control Suite70

We choose 9 environments from the DeepMind Control Suite Tassa et al. [2018] for testing the71

performance of ReLo on continuous control tasks. Each agent was trained on proprioceptive inputs72

from the environment for 1M frames with an action repeat of 1. The training curves for the baselines73

and ReLo are given in Fig. 3.74

E OpenAI Gym Environments75

We evaluate agents for 1M timesteps on each environment and similar to DM Control, they are76

trained using proprioceptive inputs from the environment. The hyperparameters for this benchmark77

are shared with those used for the DM Control Suite experiments.78

F MinAtar79

We evaluate the baselines against all 5 environments in the MinAtar suite Young and Tian [2019].80

A visualization of a few environments from the suite is presented in Fig. 1. Each agent receives81

the visual observations from the environment and is trained for 5M frames following the evaluation82

methodology outlined in Young and Tian [2019]. The training curves are given in Fig. 5.83
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Table 2: Comparison of PER and ReLo on the DMC benchmark

BASELINE PER LABER RELO

CHEETAH RUN 761.89 ± 112.38 831.87 ± 38.90 579.80 ± 60.61 660.29 ± 141.22
FINGER SPIN 966.68 ± 29.40 975.40 ± 6.75 884.46 ± 20.23 978.78 ± 14.46
HOPPER HOP 264.75 ± 37.90 217.35 ± 113.79 90.85 ± 57.76 247.81 ± 51.01
QUADRUPED RUN 612.67 ± 143.90 496.42 ± 216.01 544.80 ± 41.84 833.92 ± 81.05
QUADRUPED WALK 831.92 ± 74.34 766.30 ± 200.86 716.61 ± 270.36 942.64 ± 9.75
REACHER EASY 983.06 ± 2.70 981.58 ± 6.33 947.20 ± 14.46 979.08 ± 11.02
REACHER HARD 955.08 ± 38.52 935.08 ± 47.94 951.08 ± 6.70 956.80 ± 38.73
WALKER RUN 759.13 ± 23.91 755.49 ± 64.35 551.81 ± 58.41 795.14 ± 42.52
WALKER WALK 943.67 ± 30.28 957.38 ± 8.24 863.89 ± 112.60 963.28 ± 5.03
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Figure 3: Training curves of environments from the DeepMind Control Suite. Performance is
evaluated for 10 episodes over 5 random seeds.

Table 3: Comparison of PER and ReLo on OpenAI Gym environments

BASELINE PER RELO

GYM HALFCHEETAH 9579.60 ± 1331.00 9549.42 ± 917.92 11590.63 ± 670.36
GYM HOPPER 2795.18 ± 659.19 2175.09 ± 456.11 2527.93 ± 648.61
GYM WALKER 2854.20 ± 623.69 735.16 ± 474.89 3514.39 ± 676.80

0.0 0.2 0.4 0.6 0.8 1.0
Steps 1e6

0

5000

10000

Re
wa

rd

Gym Halfcheetah

0.0 0.2 0.4 0.6 0.8 1.0
Steps 1e6

0
1000
2000
3000
4000

Gym Hopper

0.0 0.2 0.4 0.6 0.8 1.0
Steps 1e6

0
1000
2000
3000
4000

Gym Walker

Baseline PER ReLo

Figure 4: Training curves of environments from the OpenAI Gym benchmark. Performance is
evaluated for 10 episodes over 5 random seeds.
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Figure 5: Training curves of environments from the MinAtar benchmark. Performance is evaluated
using a running average over the last 1000 episodes over 5 random seeds.

Table 4: Comparison of PER and ReLo on the MinAtar benchmark

BASELINE PER LABER RELO

ASTERIX 12.54 ± 1.08 16.16 ± 1.02 15.51 ± 1.11 15.68 ± 0.89
BREAKOUT 9.36 ± 0.29 8.88 ± 0.72 8.81 ± 0.61 8.98 ± 0.75
FREEWAY 52.80 ± 0.35 52.75 ± 0.22 41.98 ± 20.99 53.25 ± 0.37
SEAQUEST 16.13 ± 2.88 6.02 ± 1.92 14.63 ± 2.98 18.13 ± 1.25
SPACE INVADERS 45.36 ± 1.65 37.36 ± 4.45 43.67 ± 3.17 38.54 ± 2.60

G Arcade Learning Environment84

We evaluate agents on a compute-constrained version of the Arcade Learning Environment Bellemare85

et al. [2013], training each agent for 2M frames. We chose the standard 24 environments from the86

suite for our evaluation. ReLo is competitive with PER Schaul et al. [2016] in the tested environments.87

The training curves for the Temporal Difference Error and the rewards are given in Fig. 6 & Fig. 788

respectively.89

H Gridworld90

Figure 8: A top down view of
the GridWorld. The agent is
the black point. It starts at the
blue point and the goal state is
the green point. The red point
represents the location of the
stochastic reward.

We implement a simple GridWorld for the experiments that high-91

lights the drawbacks of PER with TD loss prioritization in Section92

5.6. It consists of a 7× 7 grid. A visualization of the grid is given93

in Fig. 8. The start state of the agent, represented by the blue point,94

is at the top left and the goal state is at the bottom right, represented95

by the green point. The agent is represented by the black point. The96

agent gets a reward of +2 when it reaches the goal state, but does97

not receive reward anywhere else other than the stochastic point.98

The red point marks the state with a corresponding reward uniformly99

sampled from [−0.5, 0.5]. The locations of these points is fixed100

and does not change during training or evaluation. The state that101

the agent receives is (x, y) where x and y are the coordinates of102

the agent’s location, x, y ∈ [−3, 3] and x, y ∈ Z. The agent has 4103

actions, to move up, down, left or right which will deterministically104

move the agent in that direction by 1 unit. If the agent is at the edge105

of the grid and takes an action that will move it out of the 7× 7 grid,106

then it remains in the same location.107
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Figure 6: Temporal difference loss curves for Rainbow (with PER) and Rainbow with ReLo. Rainbow
with ReLo achieves lower loss compared to PER, showing that ReLo is able to prioritize samples
with reducible loss. The dark line represents the mean and the shaded region is the standard deviation
over 3 seeds.
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Figure 7: Training curves of 24 environments from the ALE benchmark. Performance is evaluated
for 10 episodes over 5 random seeds.
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