A Influence Function on Bias and Extension to DNN.

A.1 Deriving the Influence Function on Bias.

In this part, we provide detailed derivation of the influence function on bias in Eq. 5 in the main work. We first start from the influence function on parameters, we can also be referred to [1, 2].

Assuming there are n training samples \( z_1, z_2, ..., z_n \), where \( z_i = (x_i, y_i) \), and let \( L(z, \theta) \) represent the loss function of sample \( z \) under the model parameters \( \theta \), then the trained \( \hat{\theta} \) is given by:

\[
\hat{\theta} = \arg\min_{\theta} R(\theta) = \arg\min_{\theta} \frac{1}{n} \sum_{i=1}^{n} L(z_i, \theta).
\] (1)

Study the impact of changing the weight of a training sample \( z \) on the model parameters \( \theta \). If we increase the weight of this sample \( z \) in the training set by \( \epsilon \), then the perturbed parameters \( \hat{\theta}_{\epsilon,z} \) obtained according to ERM (Empirical Risk Minimization) will be:

\[
\hat{\theta}_{\epsilon,z} = \arg\min_{\theta} R(\theta) + \epsilon L(z, \theta).
\] (2)

Define the parameter change \( \Delta_{\epsilon} = \hat{\theta}_{\epsilon,z} - \hat{\theta} \), and note that, as \( \hat{\theta} \) doesn’t depend on \( \epsilon \), the quantity we seek to compute can be written in terms of it:

\[
\frac{d\hat{\theta}_{\epsilon,z}}{d\epsilon} = \frac{d\Delta_{\epsilon}}{d\epsilon}.
\] (3)

Since \( \hat{\theta}_{\epsilon,z} \) is a minimizer of \( R(\theta) \), therefore it satisfies the first-order derivative condition, which means the first-order derivative with respect to \( \theta \) is zero:

\[
0 = \nabla R(\hat{\theta}_{\epsilon,z}) + \epsilon \nabla L(z, \hat{\theta}_{\epsilon,z}).
\] (4)

Next, since \( \hat{\theta}_{\epsilon,z} \to \hat{\theta} \) as \( \epsilon \to 0 \), we perform a Taylor expansion of the right-hand side:

\[
0 \approx \{ \nabla R(\hat{\theta}) + \epsilon \nabla L(z, \hat{\theta}) \} + \nabla^2 R(\hat{\theta}) + \epsilon \nabla^2 L(z, \hat{\theta}) \Delta_{\epsilon},
\]

where we have dropped \( o(||\Delta_{\epsilon}||) \) terms. Solving for \( \Delta_{\epsilon} \), we get:

\[
\Delta_{\epsilon} \approx - \{ \nabla^2 R(\hat{\theta}) + \epsilon \nabla^2 L(z, \hat{\theta}) \}^{-1} \{ \nabla R(\hat{\theta}) + \epsilon \nabla L(z, \hat{\theta}) \}.
\]

Since \( \hat{\theta} \) minimizes \( R \), we have \( \nabla R(\hat{\theta}) = 0 \). Dropping \( o(\epsilon) \) terms, we have

\[
\Delta_{\epsilon} \approx - \nabla^2 R(\hat{\theta})^{-1} \nabla L(z, \hat{\theta}) \epsilon.
\] (5)

Note that it is assumed that \( R \) is twice-differentiable and strongly convex in \( \theta \), we define:

\[
H_{\hat{\theta}} = \nabla^2 R(\hat{\theta}) = \frac{1}{n} \sum_{i=1}^{n} \nabla^2_{\theta} L(z_i, \hat{\theta})
\] (6)

exists and is positive definite. This guarantees the existence of \( H_{\hat{\theta}}^{-1} \). The final influence function can be written as:

\[
I_{up,\text{params}}(z) = \left. \frac{d\hat{\theta}_{\epsilon,z}}{d\epsilon} \right|_{\epsilon=0} = -H_{\hat{\theta}}^{-1} \nabla_{\hat{\theta}} L(z, \hat{\theta}),
\] (7)

Considering \( B(\hat{\theta}) \) measured on any \( \mathcal{A} \) with any \( D_{ex} \), our goal is to quantify how each training point \( z \) in the training set \( D_{tr} \) contributes to \( B(\hat{\theta}) \). We apply the chain rule on Eq. 7.
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\[ I_{up,bias}(z_k, B(\hat{\theta})) = \frac{dB(\hat{\theta},z_k)}{d\theta_{e,z_k}} \bigg|_{e=0} = -\nabla_{\theta} B(\hat{\theta}) H^{-1}_{\theta} \nabla_{\theta} L(z_k, \hat{\theta}), \]  

(8)

Intuitively, this equation can be understood in two parts: the latter part calculates the impact of removing \( z \) on the parameters. The former part corresponds to the derivative of bias with respect to parameters, assessing how changes in parameters affect the bias. Hence, this equation quantifies the influence of removing \( z \) on the bias.

### A.2 Influence at Non-Convergence

In this part, we provide the theoretical proof of the influence function for deep networks (non-convergent) in \([1]\). In the derivation of the influence function, it’s assumed that \( \hat{\theta} \) could be the global minimum. However, if \( \hat{\theta} \) is obtained in deep networks trained with SGD in a non-convex setting, it might be a local optimum and the exact influence can hardly be computed. Here we provide the proof in \([1]\) on how can influence function approximate the parameter change in deep networks.

Consider a training point \( z \). When the model parameters \( \hat{\theta} \) are close to but not at a local minimum, \( I_{up,\text{params}}(z) \) is approximately equal to a constant (which does not depend on \( z \)) plus the change in parameters after upweighting \( z \) and then taking a single Newton step from \( \hat{\theta} \). The high-level idea is that even though the gradient of the empirical risk at \( \hat{\theta} \) is not 0, the Newton step from \( \hat{\theta} \) can be decomposed into a component following the existing gradient (which does not depend on the choice of \( z \)) and a second component responding to the upweighted \( z \) (which \( I_{up,\text{params}}(z) \) tracks).

Let \( g = \frac{1}{n} \sum_{i=1}^{n} \nabla_{\theta} L(z_i, \tilde{\theta}) \) be the gradient of the empirical risk at \( \tilde{\theta} \); since \( \tilde{\theta} \) is not a local minimum, \( g \neq 0 \). After upweighting \( z \) by \( \epsilon \), the gradient at \( \hat{\theta} \) goes from \( g \mapsto g + \epsilon \nabla_{\theta} L(z, \hat{\theta}) \), and the empirical Hessian goes from \( H_{\hat{\theta}} \mapsto H_{\hat{\theta}} + \epsilon \nabla^2_{\theta} L(z, \hat{\theta}) \). A Newton step from \( \hat{\theta} \) therefore changes the parameters by:

\[ N_{e,z} = -\left( H_{\hat{\theta}} + \epsilon \nabla^2_{\theta} L(z, \hat{\theta}) \right)^{-1}[g + \epsilon \nabla_{\theta} L(z, \hat{\theta})]. \]

(9)

Ignoring terms in \( \epsilon g \), \( \epsilon^2 \), and higher, we get \( N_{e,z} \approx -H_{\hat{\theta}}^{-1} \left( g + \epsilon \nabla_{\theta} L(z, \hat{\theta}) \right) \). Therefore, the actual change due to a Newton step \( N_{e,z} \) is equal to a constant \( -H_{\hat{\theta}}^{-1} g \) (that doesn’t depend on \( z \)) plus \( \epsilon \) times \( I_{up,\text{params}}(z) = -H_{\hat{\theta}}^{-1} \nabla_{\theta} L(z, \hat{\theta}) \) (which captures the contribution of \( z \)).

### B Bias Removal via Machine Unlearning

#### B.1 A Closer Look at the Toy Experiment

We conduct an experiment on a logistic regression task using Eq. 8. We simplify the Colored MNIST classification task to a binary classification problem of distinguishing between only digits 3 and 8, on a training set with a bias ratio of 0.95, 0.9, and 0.8, and a balanced test set. To be specific, a bias ratio of 0.95 means 95% bias-aligned samples <digit3_color3, digit8_color8> and 5% bias-conflicting samples <digit3_color8, digit8_color3> in the training set. We trained a regularized logistic regressor: \( \text{argmin}_{w \in R^d} \sum_{i=1}^{n} (y_i w^T x_i + \lambda \|w\|^2) \). Fig. 1(a) illustrates the classification results of the vanilla classifier (trained on the 0.95-biased train set) on part of test samples. We denote Digit by shape (triangle and rectangle) and Color by color (yellow and green). The solid line represents the learned classification boundary and the dotted line represents the expected classification boundary. It can be observed that the learned classifier tends to classify digits according to their color. Based on the observed bias, we employ Eq. 8 to evaluate how each training sample contributes to the bias. In Fig. 1(b), we select and visualize the most helpful (reduce bias) and harmful (increase bias) samples. We found that the most harmful samples are bias-aligned while helpful samples are bias-conflicting. With this inspiration, we further visualize the influence distribution of training samples in Fig. 2. We denote the bias-conflicting sample with "red dot" and the bias-aligned sample with "blue dot". We find that most bias-aligned samples tend to be harmful while bias-conflicting samples tend to be helpful.
helpful. This pattern is consistent across different ratios of bias-conflicting samples. Additionally, the influences of helpful samples are larger than those of harmful ones. Visualizations are produced with randomly 500 samples from the training set.

Figure 1: (a) Illustration of the learned pattern on our toy dataset. (b) Visualization of helpful samples (top row) and harmful samples (bottom row).

Figure 2: Influences of training samples with bias ratios of (a) 0.8, (b) 0.9, (c) 0.95.

Inspired by this observation, our unlearning strategy is further refined. Hence, we propose a straightforward solution that further mitigates the influence of a harmful sample with a bias-conflicting sample. Consequently, we update the parameters to unlearn the harmful samples by:

$$\theta_{\text{new}} = \hat{\theta} + \sum_{k=1}^{K} H_{\theta}^{-1}(\nabla_{\hat{\theta}} L(z_k, \hat{\theta}) - \nabla_{\hat{\theta}} L(\bar{z}_k, \hat{\theta})),$$

where $\bar{z}_k$ denotes the bias-conflicting sample of $z_k$. Following the explanation in influence theory [1], our unlearn mechanism removes the effect of perturbing a training point $(a, x, y)$ to $(a, x, y)$. In other words, we not only remove the influence caused by harmful sample $z_k$, but further ensure fairness with the corresponding counterfactual sample $\bar{z}_k$.

Figure 3: Influences of selected training sample (counterfactual) pairs in Eq. 10 with bias ratios of (a) 0.8, (b) 0.9, (c) 0.95.

To further illustrate the functionality of Eq. 10 we measure the influences of the selected harmful and helpful sample pairs by:

$$I_{up,bias}(z_k, B(\hat{\theta})) = -\nabla_{\hat{\theta}} B(\hat{\theta}) H_{\hat{\theta}}^{-1}(\nabla_{\hat{\theta}} L(z_k, \hat{\theta}) - \nabla_{\hat{\theta}} L(\bar{z}_k, \hat{\theta})),$$

with visualizations in Fig. 3. By calculating the difference between the harmful samples and helpful samples, the biased effect is significantly amplified. In this way, the unlearning becomes more effective.
B.2 Deriving Alternative Efficient Unlearn

In the above sections, the unlearning process is based on the assumption that we could access the original training sample $z_k$ to identify and evaluate biases and then forget them. However, in practice, the training set might be too large or even unavailable in the unlearning phase. In response, we further propose to approximate the unlearning mechanism with a small external dataset. As the influence to be removed can be obtained from the change of the protected attribute, we can construct the same modification to the protected attribute on external samples. In particular, we employ an external dataset $D_{ex}$ as in Section 3.1 in the main work to construct counterfactual pairs for unlearning, which redefines Eq. 10 as:

$$\theta_{new} = \hat{\theta} + \sum_i H^{-1}_\theta \left( \nabla_{\hat{\theta}} L(c_i, \hat{\theta}) - \nabla_{\hat{\theta}} L(\bar{c}_i, \hat{\theta}) \right).$$  \hspace{1cm} (12)

As $D_{ex}$ can be easily obtained from an external dataset rather than the training set, e.g., the test set, the practical applicability of our method could be significantly enhanced.

We further visualize the influence of samples in the balanced external dataset in Fig. 4 (a). In the balanced dataset, the ratio of bias-aligned and bias-conflicting samples is about 50%. We can observe that the pattern of harmful bias-aligned samples and helpful bias-conflicting samples in the external dataset is similar to the training set. By comparing the influence of counterfactual pairs in the external dataset (Fig. 4 (b)) and the training set (Fig. 4 (c)), we can find the distributions are similar, which proves the feasibility of our alternative unlearning.

![Figure 4: Influences of samples in (a) external dataset, (b) external dataset (with counterfactual sample pairs), (c) training set.](image)

B.3 Alternative Efficient Unlearn vs. Directly Unlearn Training Data.

Tackling the problem that, in practice, the training set might be too large or even unavailable in the unlearning phase, we propose an alternative unlearning strategy in Sec. 3.3 in the main work. We approximate the change of the protected attribute by constructing the same modification to the protected attribute on external samples. Then we unlearn the same perturbation from the model with the constructed external dataset. In Sec. 4.4 in the main work, we provide the performance comparison of alternative efficient unlearn (Ours) and directly unlearn training data (Eq. 7 and Eq. 8 in the main work).

In this section, we further compare the performance of alternative unlearning on Adult and simplified Colored MNIST on logistic regression, with results reported in Tab. 1 and Tab. 2. We can find that in five experiments, alternative learning achieves comparable performance with the two directly unlearning strategies. Comparing Eq. 7 and Eq. 8, we can find that the modified Eq. 8 reaches convergence taking less iteration. The number of samples used is 200 for the two datasets.

B.4 Efficient Unlearning for Deep Networks.

In our experiment, we are inspired by Sec. 5.1 and Sec. 5.2 in [1] which keep all but the top layer in deep networks frozen and measure influence. We follow this setting so that the finetuning on deep networks can be simplified as logistic regression. In this part, we investigate the difference in finetuning different numbers of layers. The experiment is conducted on Colored MNIST with MLP with 3 hidden layers.
<table>
<thead>
<tr>
<th>Attr.</th>
<th>Method</th>
<th>Bias ↓</th>
<th>Time(s)</th>
<th># Iter.</th>
<th>Acc.(%) ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>race</td>
<td>Vanilla</td>
<td>0.0134</td>
<td>-</td>
<td>-</td>
<td>0.8259</td>
</tr>
<tr>
<td></td>
<td>Eq. 7</td>
<td>0.0002</td>
<td>1394</td>
<td>39</td>
<td>0.8249</td>
</tr>
<tr>
<td></td>
<td>Eq. 8</td>
<td>0.0002</td>
<td>1398</td>
<td>10</td>
<td>0.8311</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.0002</td>
<td>0.0039</td>
<td>46</td>
<td>0.8229</td>
</tr>
<tr>
<td>gender</td>
<td>Vanilla</td>
<td>0.0494</td>
<td>-</td>
<td>-</td>
<td>0.8259</td>
</tr>
<tr>
<td></td>
<td>Eq. 7</td>
<td>0.0001</td>
<td>1386</td>
<td>212</td>
<td>0.8234</td>
</tr>
<tr>
<td></td>
<td>Eq. 8</td>
<td>0.0001</td>
<td>1390</td>
<td>186</td>
<td>0.8252</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.0006</td>
<td>0.0038</td>
<td>252</td>
<td>0.8232</td>
</tr>
</tbody>
</table>

Table 1: Alternative Efficient Unlearn on Adult.

<table>
<thead>
<tr>
<th>Attr.</th>
<th>Method</th>
<th>Bias ↓</th>
<th>Time(s)</th>
<th># Iter.</th>
<th>Acc.(%) ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>Vanilla</td>
<td>0.4624</td>
<td>-</td>
<td>-</td>
<td>0.5922</td>
</tr>
<tr>
<td></td>
<td>Eq. 7</td>
<td>0.1642</td>
<td>183</td>
<td>201</td>
<td>0.8548</td>
</tr>
<tr>
<td></td>
<td>Eq. 8</td>
<td>0.1624</td>
<td>183</td>
<td>157</td>
<td>0.8617</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.1496</td>
<td>0.0017</td>
<td>74</td>
<td>0.8594</td>
</tr>
<tr>
<td>0.9</td>
<td>Vanilla</td>
<td>0.4086</td>
<td>-</td>
<td>-</td>
<td>0.6517</td>
</tr>
<tr>
<td></td>
<td>Eq. 7</td>
<td>0.1599</td>
<td>183</td>
<td>212</td>
<td>0.9102</td>
</tr>
<tr>
<td></td>
<td>Eq. 8</td>
<td>0.1562</td>
<td>183</td>
<td>185</td>
<td>0.9211</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.1658</td>
<td>0.0018</td>
<td>77</td>
<td>0.9113</td>
</tr>
<tr>
<td>0.8</td>
<td>Vanilla</td>
<td>0.3735</td>
<td>-</td>
<td>-</td>
<td>0.6517</td>
</tr>
<tr>
<td></td>
<td>Eq. 7</td>
<td>0.1622</td>
<td>183</td>
<td>187</td>
<td>0.9241</td>
</tr>
<tr>
<td></td>
<td>Eq. 8</td>
<td>0.1617</td>
<td>183</td>
<td>169</td>
<td>0.9312</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.1611</td>
<td>0.0017</td>
<td>67</td>
<td>0.9244</td>
</tr>
</tbody>
</table>

Table 2: Alternative Efficient Unlearn on Colored MNIST.

**Discussion on Different Fine-tuning Strategies.** Following Sec. 4.4 in the main work, we explore the impact of unlearning different numbers of layers (i.e., the top one, two, three MLP) on the Colored MNIST with three bias ratios, with results in Tab. 3. Interestingly, the accuracy excels with two layers but decreases with three layers. Additionally, fine-tuning multiple layers takes much longer time on computation on much more parameters. It is also worth noting that our method could achieve such superior or competing performance even only by updating the last layer in deep models, which calls for more in-depth analysis in the future.

<table>
<thead>
<tr>
<th>Ratio</th>
<th>Method</th>
<th># Lay.</th>
<th># Para.</th>
<th>Acc(%) ↑</th>
<th>Bias ↓</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.995</td>
<td>Vanilla</td>
<td>-</td>
<td>-</td>
<td>38.59</td>
<td>0.5863</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Ours1</td>
<td>1</td>
<td>1000</td>
<td>62.34</td>
<td>0.3415</td>
<td>3.750</td>
</tr>
<tr>
<td></td>
<td>Ours2</td>
<td>2</td>
<td>11000</td>
<td>64.18</td>
<td>0.3378</td>
<td>439.34</td>
</tr>
<tr>
<td></td>
<td>Ours3</td>
<td>3</td>
<td>21000</td>
<td>55.32</td>
<td>0.3519</td>
<td>504.12</td>
</tr>
<tr>
<td>0.99</td>
<td>Vanilla</td>
<td>-</td>
<td>-</td>
<td>51.34</td>
<td>0.4931</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Ours1</td>
<td>1</td>
<td>1000</td>
<td>71.19</td>
<td>0.2757</td>
<td>3.750</td>
</tr>
<tr>
<td></td>
<td>Ours2</td>
<td>2</td>
<td>11000</td>
<td>74.18</td>
<td>0.3134</td>
<td>432.86</td>
</tr>
<tr>
<td></td>
<td>Ours3</td>
<td>3</td>
<td>21000</td>
<td>61.45</td>
<td>0.2949</td>
<td>496.44</td>
</tr>
<tr>
<td>0.95</td>
<td>Vanilla</td>
<td>-</td>
<td>-</td>
<td>77.63</td>
<td>0.2589</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Ours1</td>
<td>1</td>
<td>1000</td>
<td>86.39</td>
<td>0.1849</td>
<td>3.975</td>
</tr>
<tr>
<td></td>
<td>Ours2</td>
<td>2</td>
<td>11000</td>
<td>87.34</td>
<td>0.1902</td>
<td>434.25</td>
</tr>
<tr>
<td></td>
<td>Ours3</td>
<td>3</td>
<td>21000</td>
<td>86.47</td>
<td>0.1914</td>
<td>501.24</td>
</tr>
</tbody>
</table>

Table 3: Ablation on # MLP Layers.

**B.5 Effectiveness of Pre-calculating Hessian.**

In Sec. 3.4 in the main work, we propose to pre-calculate the inverse Hessian before performing unlearning. In this way, we approximate the Hessian as it should change with model parameters, however, we prevent the large computation cost of updating and inverting the Hessian at every iteration. In this part, we empirically illustrate the effectiveness of our approximation. Experiments are conducted on Colored MNIST and Adult datasets with logistic regression tasks, with results provided in Tab. 4 and Tab. 5. "wo/" denotes unlearning without pre-calculation. It can be observed...
that unlearning with or without can achieve comparative performance on bias and accuracy. However, our method can save about 40% run time on Adult and 97% run time on Colored MNIST. The reason is that the number of parameters for Colored MNIST is much larger than Adult, so that the calculation of inverse Hessian makes up a larger proportion of the total run time.

<table>
<thead>
<tr>
<th>Attr.</th>
<th>Method</th>
<th>Bias ↓</th>
<th>Time(s)</th>
<th># Iter.</th>
<th>Acc.(%) ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>race</td>
<td>Vanilla wo/</td>
<td>0.0134</td>
<td>-</td>
<td>42</td>
<td>0.8259</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.0002</td>
<td>0.0064</td>
<td>46</td>
<td>0.8229</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.0002</td>
<td>0.0039</td>
<td>46</td>
<td>0.8229</td>
</tr>
<tr>
<td>gender</td>
<td>Vanilla wo/</td>
<td>0.0494</td>
<td>-</td>
<td>149</td>
<td>0.8259</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.0006</td>
<td>0.0066</td>
<td>252</td>
<td>0.8243</td>
</tr>
</tbody>
</table>

Table 4: Efficient Hessian Computation on Adult.

<table>
<thead>
<tr>
<th>Ratio</th>
<th>Method</th>
<th>Bias ↓</th>
<th>Time(s)</th>
<th># Iter.</th>
<th>Acc.(%) ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.95</td>
<td>Vanilla wo/</td>
<td>0.4624</td>
<td>-</td>
<td>59</td>
<td>0.5922</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.1490</td>
<td>0.0556</td>
<td>59</td>
<td>0.8674</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.1496</td>
<td>0.0017</td>
<td>74</td>
<td>0.8594</td>
</tr>
<tr>
<td>0.9</td>
<td>Vanilla wo/</td>
<td>0.6517</td>
<td>-</td>
<td>46</td>
<td>0.4086</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.1698</td>
<td>0.0498</td>
<td>46</td>
<td>0.9093</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.1658</td>
<td>0.0018</td>
<td>77</td>
<td>0.9113</td>
</tr>
<tr>
<td>0.8</td>
<td>Vanilla wo/</td>
<td>0.2857</td>
<td>-</td>
<td>34</td>
<td>0.6915</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.1689</td>
<td>0.0517</td>
<td>34</td>
<td>0.9264</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.1611</td>
<td>0.0017</td>
<td>67</td>
<td>0.9244</td>
</tr>
</tbody>
</table>

Table 5: Efficient Hessian Computation on Colored MNIST.

C Experiment Details

C.1 Dataset

Colored MNIST. Colored MNIST is constructed based on the MNIST dataset designed for digit classification tasks. To build a biased correlation, ten distinct RGB values are applied on grayscale digit images. Digit and color distribution are paired to build biased correlations in the training set. Bias-aligned samples are defined as fixed combinations of digit and color like Digit 1, Color 1 while bias-conflict samples are defined as other combinations like Digit 1, random Color in 2-10. In our Experiment, we use 3 different training sets by setting different bias ratios 0.995, 0.99, 0.95 for biased-aligned training samples where the ratio represents the partition of bias-aligned samples in the training set. The higher the ratio, the higher the degree of bias. The split of the training set, test set, and external set is 60000, 10000, and 10000.

CelebA. CelebA dataset is a face recognition with 40 types of attributes like gender, age (young or not), and lots of facial characteristics (such as hair color, smile, beard). The dataset contains a total of 202,599 images which, following the official train validation split, consists of 162,770 images for training and 9,867 images for testing. We choose Gender as the protected attribute, Hair-color (blonde hair or not) and Attractive as the target attribute following [8, 9]. The number of selected samples for the two target attributes is 200 and 182, which are split from the test set.

Adult Income Dataset. The Adult dataset is a publicly available dataset in the UCI repository based on 1994 U.S. census data. The goal of this dataset is to successfully predict whether an individual earns more or less than $50,000 per year based on features such as occupation, marital status, and education. We follow the processing procedures in [11]. In our experiment, we choose gender and race as protected attributes following [12, 13]. We split 200 samples from the test set as the external dataset.
C.2 Baselines

For the sanity check experiment on a toy Colored MNIST dataset, we use a vanilla logistic regression model as the baseline. For experiments with deep networks, we compare our method with one pre-processing baseline Reweigh [14], 6 in-processing debiasing baselines (LDR [15], LfF [16], Rebias [17], DRO [8], SenSEI [18], and SenSR [19]) and 4 post-processing baselines (EqOdd [20], CEqOdd [20], Reject [21] and PP-IF [22]). [14] utilizes the influence function to reweight the training sample, in order to re-train a fair model targeting group fairness metrics (equal opportunity and demographic parity). Among in-processing baselines, LDR, LfF, Rebias, and DRO are designed explicitly to target higher accuracy (on unbiased test set or worst-group test set) and implicitly target fairness, while SenSEI and SenSR are designed to target individual fairness. EqOdd, CEqOdd and Reject are designed to target different group fairness metrics (equal odd and demographic parity), while [22] proposes a post-processing algorithm for individual fairness.

D Discussion

D.1 Dataset Generation

In our experiments, we utilize approximated counterfactual samples for CelebA due to the unavailability of strict counterfactual data. Based on attribute annotations, we select images with the same target attributes but opposite sensitive attributes, while maintaining other attributes as much as possible. Our method achieves the best results on the worst-case group, indicating that the approximated counterfactual samples can also effectively enhance fairness in predictions. Similar to our approach, [23] proposes to select pairs of counterfactual images based on attribute annotations on the CUB dataset to produce counterfactual visual explanations. Their experiments also show that neural networks can discern major differences (such as gender in our work) between images without strict control (such as background).

For real-world visual datasets (like facial dataset or ImageNet), the unavailability of strict counterfactual data is a common challenge. Existing methods propose to train a generative model to create counterfactual images with altered sensitive attributes [24, 25, 26], which seems to be a viable approach for obtaining counterfactual datasets for more diverse vision applications. Building upon these methods, we will extend our approach to more scenarios.

D.2 Influence Estimation

In our unlearning experiment, we freeze the parameters of all other layers except the top layer. Previous work investigates the estimation accuracy of the influence function on both multi-layer and single-layer setups [27]. It performs a case study on the MNIST. For each test point, they select 100 training samples and compute the ground-truth influence by model re-training. Results show that estimations are more accurate for shallow networks.

Our results in Tab. 7 in the main manuscript also validate this point. When applying FMD to a three-layer neural net, the performance on either accuracy or bias becomes worse. This could potentially be attributed to the inaccurate estimation of influence function on multi-layer neural nets. In our experiments, we adhere to the set-up in [1], where the influence function is only applied to the last layer of deep models, which proves to be effective.

As verified in [1, 27, 28], influence estimation matches closely to leave-one-out retraining for logistic regression model. As discussed in [24], measuring influence score for the last layer can be regarded as calculating influence from a logistic regression model on the bottleneck features (Sec. 5.1 in the main manuscript). The same setup is followed by many influence function-based works [29, 30] and proves to be effective.

D.3 Computational Complexity

As for bias-effect evaluation, with \( n \) training points and \( \theta \in \mathbb{R}^d \), directly computing Eq. 5 (in the main manuscript) requires \( O(nd^2 + nd^3) \) operations. In our experiment, we only activate the last layer so that \( d \) is small. However, when the number of training samples is very large, performing Eq. 5 is expensive. As for the debiasing phase, it requires \( O(nd^2 + kd^2) \) operations, where \( k \) is the
number of samples to unlearn. Note that if hessian is calculated in the bias-effect evaluation phase, it can be directly used in the debiasing phase. Hence, the overall computational complexity using Eq. 7 and Eq. 8 is $O(nd^2 + kd^2 + nd^3)$.

However, in our proposed alternative debiasing method, we only utilize an external counterfactual dataset with a small number of $k$. Hence, we can omit the $O(nd^3)$ operations to compute influences and rank the training samples. Hence, the overall computational complexity using Eq. 9 (Ours) is $O(nd^2 + kd^2)$. Experimental comparison results can be referred to Tab. 5 (in the main manuscript). Debiasing with Eq. 8 takes about 500x more time than Eq. 9 (in the main manuscript).

E Preliminaries

E.1 Influence Function

The origins of influence-based diagnostics can be traced back to important research papers such as [2, 31, 32]. More recently, Koh and Liang [1] introduced the concept of influence functions to large-scale deep learning, which numerous publications have since followed up. In their work, [1] advocated for the use of an approximation, Eq. 2, to estimate the change in loss when a small adjustment is made to the weights of the dataset. In practical applications involving deep models, the Hessian matrix (H) cannot be stored in memory or inverted using standard linear algebra techniques. However, by considering a fixed vector (v), the Hessian vector product (HVP), Hv, can be computed in $O(bp)$ time and memory [33], where b represents the batch size and determines the number of training examples used to approximate H (for a given loss function L). The iterative procedure LISSA [34], employed by [1], relies on repeated calls to the HVP to estimate the inverse HVP.

E.2 Counterfactual Fairness

Counterfactual fairness, a relatively new concept, has emerged as a means to measure fairness at an individual level [35]. The fundamental idea behind this approach is to determine the fairness of a decision for an individual by comparing it with the decision that would have been made in an alternate scenario where the individual’s sensitive attributes possessed different values. This concept builds upon earlier work [36], which introduced a causal framework for learning from biased data by examining the relationship between sensitive features and the data. Recent advancements in deep learning have further contributed to this field, with novel approaches [37, 38, 39, 25] proposing methods to enhance the accuracy of decision-making models by improving the approximation of causal inference, particularly when dealing with unobserved confounding variables.

E.3 Demographic Parity and Equal Opportunity

**Demographic Parity** [40]: A predictor $Y$ satisfies demographic parity if $P(Y|A = 0) = P(Y|A = 1)$, where $A$ is the sensitive attribute. The likelihood of a positive outcome should be the same regardless of whether the person is in the protected (e.g., female) group.

**Equal Opportunity** [20]: “A binary predictor $Y$ satisfies equal opportunity with respect to $A$ and $Y$ if $P(Y = 1|A = 0, Y = 1) = P(Y = 1|A = 1, Y = 1)$”. This means that the probability of a person in a positive class being assigned to a positive outcome should be equal for both protected and unprotected (female and male) group members.
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