
A Proof of Proposition 1382

Proof. Assume by induction that xk+1
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B Proof of Proposition 2385

Proof. A linear convergence rate with factor ≥ 2 ensures our error from the solution x⋆
t given by386

sequential sampling at each timestep t is bounded by the chosen tolerance.387
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Then, for each timestep t, since the inference model samples from a Gaussian with variance σ2
t , we388

can bound the total variation distance.389
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Finally, we make use of the data processing inequality, that DTV(f(P ) || f(Q)) ≤ DTV(P || Q),390

so the total variation distance dt between the sample and model distribution after t timesteps does391

not increase when transformed by pθ. Then by the triangle inequality we get that dt ≤ dt−1 + ϵ/T .392

giving a total variation distance dT of at most Tϵ/T = ϵ for the final timestep T .393
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C Additional Experiments394

(a) LSUN Church, close to 3x net wall clock speedup
with 1000-step ParaDDPM

(b) LSUN Bedroom, over 3x net wall clock speedup
with 1000-step ParaDDPM

Figure 5: Unconditional generation of 256x256 images on diffusion models prtrained on the LSUN
Church and Bedroom dataset, running ParaDDPM for 1000 steps on A100 GPUs. We plot the
net speedup after dividing the hardware efficiency by the algorithm inefficiency as the batch size
increases.
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