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Abstract

The area under the ROC curve (AUC) is one of the most widely used performance
measures for classification models in machine learning. However, it summarizes
the true positive rates (TPRs) over all false positive rates (FPRs) in the ROC space,
which may include the FPRs with no practical relevance in some applications. The
partial AUC, as a generalization of the AUC, summarizes only the TPRs over a
specific range of the FPRs and is thus a more suitable performance measure in
many real-world situations. Although partial AUC optimization in a range of FPRs
had been studied, existing algorithms are not scalable to big data and not applicable
to deep learning. To address this challenge, we cast the problem into a non-smooth
difference-of-convex (DC) program for any smooth predictive functions (e.g.,
deep neural networks), which allowed us to develop an efficient approximated
gradient descent method based on the Moreau envelope smoothing technique,
inspired by recent advances in non-smooth DC optimization. To increase the
efficiency of large data processing, we used an efficient stochastic block coordinate
update in our algorithm. Our proposed algorithm can also be used to minimize
the sum of ranked range loss, which also lacks efficient solvers. We established
a complexity of Õ(1/ϵ6) for finding a nearly ϵ-critical solution. Finally, we
numerically demonstrated the effectiveness of our proposed algorithms in training
both linear models and deep neural networks for partial AUC maximization and
sum of ranked range loss minimization.

1 Introduction

The area under the receiver operating characteristic (ROC) curve (AUC) is one of the most widely
used performance measures for classifiers in machine learning, especially when the data is imbalanced
between the classes [7, 19]. Typically, the classifier produces a score for each data point. Then a data
point is classified as positive if its score is above a chosen threshold; otherwise, it is classified as
negative. Varying the threshold will change the true positive rate (TPR) and the false positive rate
(FPR) of the classifier. The ROC curve shows the TPR as a function of the FPR that corresponds
to the same threshold. Hence, maximizing the AUC of a classifier is essentially maximizing the
classifier’s average TPR over all FPRs from zero to one. However, for some applications, some FPR
regions have no practical relevance. So does the TPR over those regions. For example, in clinical
practice, a high FPR in diagnostic tests often results in a high monetary cost, so people may only
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need to maximize the TPR when the FPR is low [13, 34, 64]. Moreover, since two models with the
same AUC can still have different ROCs, the AUC does not always reflect the true performance of a
model that is needed in a particular production environment [8].

As a generalization of the AUC, the partial AUC (pAUC) only measures the area under the ROC
curve that is restricted between two FPRs. A probabilistic interpretation of the pAUC can be found
in [13]. In contrast to the AUC, the pAUC represents the average TPR only over a relevant range
of FPRs and provides a performance measure that is more aligned with the practical needs in some
applications.

In literature, the existing algorithms for training a classifier by maximizing the pAUC include the
boosting method [29] and the cutting plane algorithm [41, 42, 43]. However, the former has no
theoretical guarantee, and the latter applies only to linear models. More importantly, both methods
require processing all the data in each iteration and thus, become computationally inefficient for large
datasets.

In this paper, we proposed an approximate gradient method for maximizing the pAUC that works
for nonlinear models (e.g., deep neural networks) and only needs to process randomly sampled
positive and negative data points of any size in each iteration. In particular, we formulated the
maximization of the pAUC as a non-smooth difference-of-convex (DC) program [30, 54]. Due to
non-smoothness, most existing DC optimization algorithms cannot be applied to our formulation.
Motivated by [52], we approximate the two non-smooth convex components in the DC program by
their Moreau envelopes and obtain a smooth approximation of the problem, which will be solved
using the gradient descent method. Since the gradient of the smooth problem cannot be calculated
explicitly, we approximated the gradient by solving the two proximal-point subproblems defined by
each convex component using the stochastic block coordinate descent (SBCD) method. Our method,
besides its low per-iteration cost, has a rigorous theoretical guarantee, unlike the existing methods.
In fact, we show that our method finds a nearly ϵ-critical point of the pAUC optimization problem
in Õ(ϵ−6) iterations with only small samples of positive and negative data points processed per
iteration.1 This is the main contribution of this paper.

Note that, for non-convex non-smooth optimization, the existing stochastic methods [10, 11] find an
nearly ϵ-critical point in O(ϵ−4) iterations under a weak convexity assumption. Our method needs
O(ϵ−6) iterations because our problem is a DC problem with both convex components non-smooth
which is much more challenging than a weakly non-convex minimization problem. In addition, our
iteration number matches the known best iteration complexity for non-smooth non-convex min-max
optimization [33, 46] and non-smooth non-convex constrained optimization [35].

In addition to pAUC optimization, our method can be also used to minimize the sum of ranked range
(SoRR) loss, which can be viewed as a special case of pAUC optimization. Many machine learning
models are trained by minimizing an objective function, which is defined as the sum of losses over
all training samples [60]. Since the sum of losses weights all samples equally, it is insensitive to
samples from minority groups. Hence, the sum of top-k losses [17, 49] is often used as an alternative
objective function because it provides the model with robustness to non-typical instances. However,
the sum of top-k losses can be very sensitive to outliers, especially when k is small. To address this
issue, [24] proposed the SoRR loss as a new learning objective, which is defined as the sum of a
consecutive sequence of losses from any range after the losses are sorted. Compared to the sum of all
losses and the sum of top-k losses, the SoRR loss maintains a model’s robustness to a minority group
but also reduces the model’s sensitivity to outliers. See Fig.1 in [24] for an illustration of the benefit
of using the SoRR loss over other ways of aggregating individual losses.

To minimize the SoRR loss, [24] applied a difference-of-convex algorithm (DCA) [3, 54], which
linearizes the second convex component and solves the resulting subproblem using the stochastic
subgradient method. DCA has been well studied in literature; but when the both components are
non-smooth, as in our problem, only asymptotic convergence results are available. To establish the
total number of iterations needed to find an ϵ-critical point in a non-asymptotic sense, most existing
studies had to assume that at least one of the components is differentiable, which is not the case in
this paper. Using the approximate gradient method presented in this paper, one can find a nearly
ϵ-critical point of the SoRR loss optimization problem in Õ(ϵ−6) iterations.

1Throughout the paper, Õ(·) suppresses all logarithmic factors.
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2 Related Works

The pAUC has been studied for decades [26, 37, 57, 65]. However, most studies focused on its
estimation [13] and application as a performance measure, while only a few studies were devoted to
numerical algorithms for optimizing the pAUC. Efficient optimization methods have been developed
for maximizing AUC and multiclass AUC by [69] and [66], but they cannot be applied to pAUC.
Besides the boosting method [29] and the cutting plane algorithm [41, 42, 43] mentioned in the
previous section, [59, 67, 68, 73] developed surrogate optimization techniques that directly maximize
a smooth approximation of the pAUC or the two-way pAUC [64]. However, their approaches can
only be applied when the FPR starts from exactly zero. On the contrary, our method allows the FPR
to start from any value between zero and one. [61] and [47] developed algorithms that use the pAUC
as a criterion for creating a linear combination of multiple existing classifiers while we consider
directly train a classifier using the pAUC.

DC optimization has been studied since the 1950s [2, 20]. We refer interested readers to [30, 45, 54,
55, 58], and the references therein. The actively studied numerical methods for solving a DC program
include DCA [3, 50, 54, 55], which is also known as the concave-convex procedure [32, 51, 72], the
proximal DCA [5, 38, 40, 53], and the direct gradient methods [28]. However, when the two convex
components are both non-smooth, the existing methods have only asymptotic convergence results
except the method by [1], who considered a stopping criterion different from ours. When at least one
component is smooth, non-asymptotic convergence rates have been established with and without the
Kurdyka-Łojasiewicz (KL) condition [5, 6, 28, 50, 62].

The algorithms mentioned above are deterministic and require processing the entire dataset per
iteration. Stochastic algorithms that process only a small data sample per iteration have been
studied [12, 21, 31, 36, 44]. However, they all assumed smoothness on at least one of the two
convex components in the DC program. The stochastic methods of [4, 56, 63] can be applied when
both components are non-smooth but their methods require an unbiased stochastic estimation of the
gradient and/or value of the two components, which is not available in the DC formulation of the
pAUC maximization problem in this paper.

The technique most related to our work is the smoothing method based on the Moreau envelope [16,
18, 22, 23, 39, 52]. Our work is motivated by [39, 52], but the important difference is that they studied
deterministic methods and assumed either that one function is smooth or that the proximal-point
subproblems can be solved exactly, which we do not assume. However, [39, 52] consider a more
general problem and study the fundamental properties of the smoothed function such as its Lipschitz
smoothness and how its stationary points correspond to those of the original problems. We mainly
focus on partial AUC optimization which has a special structure we can utilize when solving the
proximal-point subproblems. Additionally, [52] developed an algorithm when there were linear
equality constraints, which we do not consider in this paper.

3 Preliminary

We consider a classical binary classification problem, where the goal is to build a predictive model
that predicts a binary label y ∈ {1,−1} based on a feature vector x ∈ Rp. Let hw : Rp → R be the
predictive model parameterized by a vector w ∈ Rd, which produces a score hw(x) for x. Then
x is classified as positive (y = 1) if hw(x) is above a chosen threshold and classified as negative
(y = −1), otherwise.

Let X+ = {x+
i }

N+

i and X− = {x−
i }

N−
i be the sets of feature vectors of positive and negative

training data, respectively. The problem of learning hw through maximizing its empirical AUC on
the training data can be formulated as

max
w

1

N+N−

N+∑
i=1

N−∑
j=1

1(hw(x+
i ) > hw(x−

j )), (1)

where 1(·) is the indicator function which equals one if the inequality inside the parentheses holds and
equals zero, otherwise. According to the introduction, pAUC can be a better performance measure of
hw than AUC. Consider two FPRs α and β with 0 ≤ α < β ≤ 1. For simplicity of exposition, we
assume N−α and N−β are both integers. Let m = N−α and n = N−β. The problem of maximizing
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the empirical pAUC with FPR between α and β can be formulated as

max
w

1

N+(n−m)

N+∑
i=1

n∑
j=m+1

1(hw(x+
i ) > hw(x−

[j])), (2)

where [j] denotes the index of the jth largest coordinate in vector (hw(x−
j ))

N−
j=1 with ties broken

arbitrarily. Note that N+(n − m) in (2) is a normalizer that makes the objective value between
zero and one. Solving (2) is challenging due to discontinuity. Let ℓ : R → R be a differential
non-increasing loss function. Problem (2) can be approximated by the loss minimization problem

min
w

1

N+(n−m)

N+∑
i=1

n∑
j=m+1

ℓ(hw(x+
i )− hw(x−

[j])). (3)

To facilitate the discussion, we first introduce a few notations. Given a vector S = (si)
N
i=1 ∈ RN and

an integer l with 0 ≤ l ≤ N , the sum of the top-l values in S is

ϕl(S) :=
∑l

j=1 s[j], (4)

where [j] denotes the index of the jth largest coordinate in S with ties broken arbitrarily. For integers
l1 and l2 with 0 ≤ l1 < l2 ≤ N , ϕl2(S)−ϕl1(S) is the sum from the (l1+1)th to the l2th (inclusive)
largest coordinates of S, also called a sum of ranked range (SoRR). In addition, we define vectors

Si(w) := (sij(w))
N−
j=1

for i = 1, . . . , N+, where sij(w) := ℓ(hw(x+
i )− hw(x−

j )) for i = 1, . . . , N+ and j = 1, . . . , N−.
Since ℓ is non-increasing, the jth largest coordinate of Si(w) is ℓ(hw(x+

i )− hw(x−
[j])). As a result,

we have, for i = 1, . . . , N+,∑n
j=m+1 ℓ(hw(x+

i )− hw(x−
[j])) = ϕn(Si(w))− ϕm(Si(w)).

Hence, after dropping the normalizer, (3) can be equivalently written as

F ∗ = min
w

{F (w) := fn(w)− fm(w)} , (5)

where

f l(w) =
∑N+

i=1 ϕl(Si(w)) for l = m,n. (6)

Next, we introduce an interesting special case of (5), namely, the problem of minimizing SoRR loss.
We still consider a supervised learning problem but the target y ∈ R does not need to be binary. We
want to predict y based on a feature vector x ∈ Rp using hw(x). With a little abuse of notation,
we measure the discrepancy between hw(x) and y by ℓ(hw(x), y), where ℓ : R2 → R+ is a loss
function. We consider learning the model’s parameter w from a training set D = {(xj , yj)}Nj=1,
where xj ∈ Rp and yj ∈ R for j = 1, . . . , N , by minimizing the SoRR loss. More specifically, we
define vector

S(w) = (sj(w))Nj=1,

where sj(w) := ℓ(hw(xj), yj), j = 1, . . . , N . Recall (4). For any integers m and n with 0 ≤ m <
n ≤ N , the problem of minimizing the SoRR loss with a range from m + 1 to n is formulated as
minw {ϕn(S(w))− ϕm(S(w))}, which is an instance of (5) with

f l = ϕl(S(w)) for l = m,n. (7)

If we view Si(w) and S(w) only as vector-value functions of w but ignore how they are formulated
using data, (7) is a special case of (6) with N+ = 1 and N− = N .

4 Nearly Critical Point and Moreau Envelope Smoothing

We first develop a stochastic algorithm for (5) with f l defined in (6). To do so, we make the following
assumptions, which are satisfied by many smooth hw’s and ℓ’s.
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Assumption 1 (a) sij(w) is smooth and there exists L ≥ 0 such that2 ∥∇sij(w)−∇sij(v)∥ ≤
L∥w − v∥ for any w,v ∈ Rd, i = 1, . . . , N+ and j = 1, . . . , N−. (b) There exists B ≥ 0 such that
∥∇sij(w)∥ ≤ B for any w ∈ Rd, i = 1, . . . , N+ and j = 1, . . . , N−. (c) F ∗ > −∞.

Given f : Rd → R ∪ {+∞}, the subdifferential of f is

∂f(w) =
{
ξ ∈ Rd

∣∣∣f(v) ≥ h(w) + ξ⊤(v −w) + o(∥v −w∥2), v → w
}
,

where each element in ∂f(w) is called a subgradient of f at w. We say f is ρ-weakly convex for
some ρ ≥ 0 if f(v) ≥ f(w) + ⟨ξ,v −w⟩ − ρ

2∥v − w∥2 for any v and w and ξ ∈ ∂f(w) and
say f is ρ-strongly convex for some ρ ≥ 0 if f(v) ≥ f(w) + ⟨ξ,v −w⟩ + ρ

2∥v −w∥2 for any
v and w and ξ ∈ ∂f(w). It is known that, if f is ρ-weakly convex, then f(w) + 1

2µ∥w∥2 is a
(µ−1 − ρ)-strongly convex function when µ−1 > ρ.

Under Assumption 1, ϕl(Si(w)) is a composite of the closed convex function ϕl and the smooth map
Si(w). According to Lemma 4.2 in [14], we have the following lemma.

Lemma 1 Under Assumption 1, fm(w) and fn(w) in (6) are ρ-weakly convex with ρ := N+N−L.

To solve (5) numerically, we need to overcome the following challenges. (i) F (w) is non-convex
even if each sij(w) is convex. In fact, F (w) is a DC function because, by Lemma 1, we can represent
F (w) as the difference of the convex functions fn(w) + 1

2µ∥w∥2 and fm(w) + 1
2µ∥w∥2 with

µ−1 > ρ. (ii) F (w) is non-smooth due to ϕl so that finding an approximate critical point (defined
below) of F (w) is difficult. (iii) Computing the exact subgradient of f l(w) for l = m,n requires
processing N+N− data pairs, which is computationally expensive for a large data set.

Because of challenges (i) and (ii), we have to consider a reasonable goal when solving (5). We say
w ∈ Rd is a critical point of (5) if 0 ∈ ∂fn(w) − ∂fm(w). Given ϵ > 0, we say w ∈ Rd is an
ϵ-critical point of (5) if there exists ξ ∈ ∂fn(w) − ∂fm(w) such that ∥ξ∥ ≤ ϵ. A critical point
can only be achieved asymptotically in general.3 Within finitely many iterations, there also exists
no algorithm that can find an ϵ-critical point unless at least one of fm and fn is smooth, e.g., [63].
Since fm and fn are both non-smooth, we have to consider a weaker but achievable target, which is
a nearly ϵ-critical point defined below.

Definition 1 Given ϵ > 0, we say w ∈ Rd is a nearly ϵ-critical point of (5) if there exist ξ, w′, and
w′′ ∈ Rd such that ξ ∈ ∂fn(w′)− ∂fm(w′′) and max {∥ξ∥, ∥w −w′∥, ∥w −w′′∥} ≤ ϵ.

Definition 1 is reduced to the ϵ-stationary point defined by [39, 52] when w equals w′ or w′′.
However, obtaining their ϵ-stationary point requires exactly solving the proximal mapping of fm

or fn while finding a nearly ϵ-critical point requires only solving the proximal mapping inexactly.
When w is generated by a stochastic algorithm, we also call w a nearly ϵ-critical point if it satisfies
Definition 1 with each ∥ · ∥ replaced by E∥ · ∥.

Motivated by [52] and [39], we approximate non-smooth F (w) by a smooth function using the
Moreau envelopes. Given a proper, ρ-weakly convex and closed function f on Rd, the Moreau
envelope of f with the smoothing parameter µ ∈ (0, ρ−1) is defined as

fµ(w) := min
v

{
f(v) +

1

2µ
∥v −w∥2

}
(8)

and the proximal mapping of f is defined as

vµf (w) := argmin
v

{
f(v) +

1

2µ
∥v −w∥2

}
. (9)

Note that the vµf (w) is unique because the minimization above is strongly convex. Standard results
show that fµ(w) is smooth with ∇fµ(w) = µ−1(w−vµf (w)) and vµf (w) is (1−µρ)−1-Lipschitz
continuous. See Proposition 13.37 in [48] and Proposition 1 in [52]. Hence, using the Moreau
envelope, we can construct a smooth approximation of (5) as follows

min
w

{
Fµ := fn

µ (w)− fm
µ (w)

}
. (10)

2In this paper, ∥ · ∥ represents Euclidean norm.
3A stronger notion than criticality is (directional) stationarity, which can also be achieved asymptotically [45].
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Function Fµ has the following properties. The first property is shown in [52]. We give the proof for
the second in Appendix B.

Lemma 2 Suppose Assumption 1 holds and µ > ρ−1 with ρ defined in Lemma 1. The following
claims hold

1. ∇Fµ(w) = µ−1(vµfm(w)− vµfn(w)) and it is Lµ-Lipschitz continuous with Lµ = 2
µ−µ2ρ .

2. If v̄ and w are two random vectors such that E∥∇Fµ(w)∥2 ≤ min{1, µ−2}ϵ2/4 and E∥v̄ −
vµf l(w)∥2 ≤ ϵ2/4 for either l = m or l = n, then v̄ is a nearly ϵ-critical points of (5).

Since Fµ is smooth, we can directly apply a first-order method for smooth non-convex optimization
to (10). To do so, we need to evaluate ∇Fµ(w), which requires computing vµfm(w) and vµfn(w),
i.e., exactly solving (9) with f = fm and f = fn, respectively. Computing the subgradients of fm

and fn require processing N+N− data pairs which is costly. Unfortunately, the standard approach
of sampling over data pairs does not produce unbiased stochastic subgradients of fm and fn due to
the composite structure ϕl(Si(w)). In the next section, we will discuss a solution to overcome this
challenge and approximate vµfm(w) and vµfn(w), which leads to an efficient algorithm for (10).

5 Algorithm for pAUC Optimization

Consider (10) with f l defined in (6) for l = m and n. To avoid of processing N+N− data points, one
method is to introduce dual variables pi = (pij)

N−
j=1 for i = 1, . . . , N+ and formulate f l as

f l(w) = max
pi∈Pl,i=1,...,N+

{∑N+

i=1

∑N−
j=1 pijsij(w)

}
, (11)

where P l = {p ∈ RN− |
∑N−

j=1 pj = l, pj ∈ [0, 1]}. Then (10) can be reformulated as a min-
max problem and solved by a primal-dual stochastic gradient method (e.g. [46]). However, the
maximization in (11) involves N+N− decision variables and equality constraints, so the per-iteration
cost is still O(N+N−) even after using stochastic gradients.

To further reduce the per-iteration cost, we take the dual form of the maximization in (11) (see
Lemma 4 in Appendix B) and formulate f l as

f l(w) = min
λ

{
gl(w,λ) := l1⊤λ+

N+∑
i=1

N−∑
j=1

[sij(w)− λi]+

}
, (12)

where λ = (λ1, . . . , λN+
). Hence, (9) with f = f l for l = m and n can be reformulated as

min
v,λ

{
gl(v,λ) +

1

2µ
∥v −w∥2

}
. (13)

Note that gl(v,λ) is jointly convex in v and λ when µ−1 > ρ = N+N−L (see Lemma 3 in
Appendix B). Thanks to formulation (13), we can construct stochastic subgradient of gl and apply
coordinate update to λ by sampling indexes i’s and j’s, which significantly reduce the computational
cost when N+ and N− are both large. We present this standard stochastic block coordinate descent
(SBCD) method for solving (13) in Algorithm 1 and present its convergence property as follows.

Proposition 1 Suppose Assumption 1 holds and µ−1 > ρ = N+N−L, θt = dist(λ(0),Λ∗)√
ITN−

and

ηt =
∥v

µfl (w)−w∥
N+N−B

√
T

for any t in Algorithm 1. It holds that(
1

2µ
− ρ

2

)
E∥v̄ − vµfl(w))∥2 ≤ N+N−√

IT
dist(λ(0),Λ∗) +

N+N−B

2
√
T

∥vµfl(w)−w∥+
∥vµfl(w)−w∥2

2µT
,

where Λ∗ = argmin
λ

gl(vµf l(w),λ).

Using Algorithm 1 to compute an approximation of vµf l(w) for l = m and n and thus, an approxi-
mation of ∇Fµ(w), we can apply an approximate gradient descent (AGD) method to (10) and find a
nearly ϵ-critical point of (5) according to Lemma 2. We present the AGD method in Algorithm 2 and
its convergence property as follows.
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Algorithm 1 Stochastic Block Coordinate Descent for (13): (v̄, λ̄) =SBCD(w,λ, T, µ, l)

1: Input: Initial solution (w,λ), the number of iterations T , µ > 0, an integer l > 0 and sample
sizes I and J .

2: Set (v(0),λ(0)) = (w,λ) and choose (ηt, θt)
T−1
t=0 .

3: for t = 0 to T − 1 do
4: Sample It ⊂ {1, . . . , N+} with |It| = I and sample Jt ⊂ {1, . . . , N−} with |Jt| = J .
5: Compute stochastic subgradient w.r.t. v:

G
(t)
v =

N+N−
IJ

∑
i∈It

∑
j∈Jt

∇sij(v
(t))1

(
sij(v

(t)) > λ
(t)
i

)
6: Proximal stochastic subgradient update on v:

v(t+1) = argmin
v

(G(t)
v )⊤v +

∥v −w∥2

2µ
+

∥v − v(t)∥2

2ηt
(14)

7: Compute stochastic subgradient w.r.t. λi for i ∈ It:

G
(t)
λi

= l − N−
J

∑
j∈Jt

1
(
sij(v

(t)) > λ
(t)
i

)
for i ∈ It

8: Stochastic block subgradient update on λi for i ∈ It:

λ
(t+1)
i = λ

(t)
i − θtG

(t)
λi

for i ∈ It and λ
(t+1)
i = λ

(t)
i for i /∈ It. (15)

9: end for
10: Output: (v̄, λ̄) = 1

T

∑T−1
t=0 (v(t),λ(t)).

Algorithm 2 Approximate Gradient Descent (AGD) for (10)

1: Input: Initial solutions (w(0), λ̄
(0)
m , λ̄

(0)
n ), the number of iterations K, µ > ρ−1, γ > 0,

m = αN− and n = βN−.
2: for k = 0 to K − 1 do
3: (v̄

(k)
m , λ̄

(k+1)
m ) =SBMD(w(k), λ̄

(k)
m , Tk, µ,m)

4: (v̄
(k)
n , λ̄

(k+1)
n ) =SBMD(w(k), λ̄

(k)
n , Tk, µ, n)

5: w(k+1) = w(k) − γµ−1(v̄
(k)
m − v̄

(k)
n )

6: end for
7: Output: v̄(k̄)

n with k̄ sampled from {0, . . . ,K − 1}.

Theorem 1 Suppose Assumption 1 holds and Algorithm 1 is called in iteration k of Algorithm 2 with

parameters µ−1 > ρ = N+N−L, θt =
dist(λ̄(k),Λ∗

k)√
ITkN−

, ηt =
∥v

µfl (w
(k))−w(k)∥

N+N−B
√
Tk

for any t, and

Tk = max

{
144N2

+N
2
−D

2
l (k + 1)2

I(µ−1 − ρ)2
,
4N2

+N
2
−µ

2l2B2(k + 1)2

(µ−1 − ρ)2
,
6µl2B2(k + 1)

2(µ−1 − ρ)2

}
where Λ∗

k = argmin
λ

gl(vµf l(w(k)),λ) and

Dl := max

{
dist(λ̄(0)

l ,Λ∗
0),

1

2

(
1

µ
− ρ

)
+

µl2B2

2
+N+B +

N+B

1− µρ

(
2γ

µ
+ γnB + γmB

)}
. (16)

Then v̄
(k̄)
n is a nearly ϵ-critical point of (5) with f l defined in (6) with K no more than

K = max

{
16µ2

γmin{1, µ2}ϵ2
(
F (vµfn(w(0)))− F ∗

)
,

96

min{1, µ2}ϵ2 log

(
96

min{1, µ2}ϵ2

)}
. (17)

According to Theorem 1, to find a nearly ϵ-critical point of (5), we need K = Õ(ϵ−2) iterations in
Algorithm 2 and

∑K−1
k=0 Tk = O(K3) = Õ(ϵ−6) iterations of Algorithm 1 in total across all calls.

Remark 1 (Challenges in proving Theorem 1) Suppose we can set Tk in lines 3 and 4 of Algo-
rithm 2 appropriately such that the approximation errors E∥v̄(k)

m − vµfm(w(k))∥2 and E∥v̄(k)
n −
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Figure 1: Results for Patial AUC Maximization of D1 and D2. (Results of D3, D4 and D5 are shown
in Appendix E.3 Figure 3)

vµfn(w(k))∥2 are both O(1/k). We can then prove that Algorithm 2 finds a nearly ϵ-critical point
within K = Õ(ϵ−2) iterations and the total complexity is

∑K−1
k=0 Tk. This is just a standard idea.

However, by Proposition 1, such a Tk must be Θ(k2(dist2(λ̄(k)
,Λ∗

k) + ∥vµf l(w(k)) − w(k)∥2))
where dist2(λ̄(k)

,Λ∗
k) and ∥vµf l(w(k)) − w(k)∥2 also change with k. Then it is not clear what

the order of Tk is. By a novel proving technique based on the (linear) error-bound condition of
gl(w,λ) with respect to λ, we prove that both dist2(λ̄(k)

,Λ∗
k) and ∥vµf l(w(k))−w(k)∥2 are O(1)

(see (27) and (30) in Appendix D) which ensures that Tk = Θ(k2) and thus the total complexity is∑K−1
k=0 Tk = O(K3) = Õ(ϵ−6).

Remark 2 (Analysis of sensitivity of the algorithm to µ) For the interesting case where ρ ≥ 1, we
have µ < 1/ρ < 1. In this case, we can derive that the order of dependency on µ is O( 1

ϵ6µ6 ) and
the optimal choice of µ is thus Θ(ρ−1), e.g., µ = 1

2ρ , which leads to a complexity of O(ρ6/ϵ6). We
present the convergence curves and the test performance of our method when applied to training a
linear model with µ of different values in Appendix E.7.

The technique in the previous sections can be directly applied to minimize the SoRR loss, which is
formulated as (5) but with f l defined in (7). Due to the limit of space, we present the algorithm for
minimizing the SoRR loss and its convergence result in Appendix A.

6 Numerical Experiments

In this section, we demonstrate the effectiveness of our algorithm AGD-SBCD for pAUC maximiza-
tion and SoRR loss minimization problems (see Appendix E.1 for details). All experiments are
conducted in Python and Matlab on a computer with the CPU 2GHz Quad-Core Intel Core i5 and the
GPU NVIDIA GeForce RTX 2080 Ti. All datasets we used are publicly available and contain no
personally identifiable information and offensive contents.

6.1 Partial AUC Maximization

For maximizing pAUC, we focus on large-scale imbalanced medical dataset CheXpert [25], which is
licensed under CC-BY-SA and has 224,316 images. We construct five binary classification tasks with
the logistic loss ℓ(z) = log(1 + exp(−z)) for predicting five popular diseases, Cardiomegaly (D1),
Edema (D2), Consolidation (D3), Atelectasis (D4), and P. Effusion (D5).

For comparison of training convergence, we consider different methods for optimizing the partial
AUC. We compare with three baselines, DCA [24] (see Appendix E.4 for details), proximal DCA [62]
(see Appendix E.5 for details) and SVMpAUC -tight [42]. Since DCA, proximal DCA and SVMpAUC -
tight cannot be applied to deep neural networks, we focus on linear model and use a pre-trained deep
neural network to extract a fixed dimensional feature vectors of 1024. The deep neural network was
trained by optimizing the cross-entropy loss following the same setting as in [70].

For three baselines and our algorithm, the process to tune the hyper-parameters is explained in
Appendix E.2. In Figure 1 and Figure 3 in Appendix E.3, we show how the training loss (the objective
value of (3)) and normalized partial AUC on the training data change with the number of epochs.
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Table 1: Comparison on the CheXpert training data. From left to right, the columns are the tasks, the
pAUCs returned by SVMpAUC-tight, the CPU time (in seconds) SVMpAUC-tight takes, the CPU
and GPU time AGD-SBCD uses to exceed SVMpAUC-tight’s pAUCs, the final pAUCs returned by
AGD-SBCD, and the CPU and GPU time (in seconds) AGD-SBCD takes to return the final pAUCs.

Methods SVMpAUC-tight AGD-SBCD

Tasks pAUC CPU CPU time (epoch) GPU time to pAUC CPU GPU
time to outperform outperform time time

D1 0.6259 95.14 2.91 (0.23) 1.85 0.7005±0.0003 118.32 82.13
D2 0.5860 90.83 3.36 (0.23) 1.93 0.7214±0.0024 415.66 247.29
D3 0.3745 90.56 3.26 (0.23) 1.84 0.4910±0.0006 181.70 104.55
D4 0.3895 89.64 10.09 (0.63) 8.38 0.4616±0.0006 187.36 158.14
D5 0.7267 90.86 3.97 (0.23) 1.89 0.8272±0.0001 238.10 142.91

We observe that for all of these five diseases, our algorithm converges much faster than DCA and
proximal DCA and we get a better partial AUC than DCA and proximal DCA.

The comparison between our AGD-SBCD and SVMpAUC-tight on training data are shown in Table
1. As shown from the second to the fifth column of Table 1, our algorithm needs only a few seconds
to exceed the pAUCs that SVMpAUC-tight takes more than one minute to return. As shown from
sixth to eighth column, our algorithm eventually improves the pAUC by at least 12% compared
with SVMpAUC-tight. DCA and proximal DCA are not included in the tables because it computes
deterministic subgradients, which leads to a runtime significantly longer than the other two methods.
We plot the convergence curves of training pAUC over GPU time for DCA and our algorithm in
Figure 7 in Appendix E.8.

To compare the testing performances, we consider the deep neural networks besides the linear model.
For linear model, we still compare with DCA and SVMpAUC-tight. For deep neural networks,
we compare with the naive mini-batch based method (MB) [27] and methods based on different
optimization objectives, including the cross-entropy loss (CE) and the AUC min-max margin loss
(AUC-M) [71]. We learn the model DenseNet121 from scratch with the CheXpert training data split
in train/val=9:1 and the CheXpert validation dataset as the testing set, which has 234 samples. The
range of FPRs in pAUC is [0.05, 0.5]. For optimizing CE, we use the standard Adam optimizer.
For optimizing AUC-M, we use the PESG optimizer in [71]. We run each method 10 epochs
and the learning rate (c in AGD-SBCD) of all methods is tuned from {10−5 ∼ 100}. The mini-
batch size is 32. For AGD-SBCD, Tk is set to 50(k + 1)2, µ is set to 103

N+N−
and γ is tuned from

{0.1, 1, 2} × 103/(N+N−). For MB, the learning rate decays in the same way as in [27]. For
CE and AUC-M, the learning rate decays 10-fold after every 5 epochs. For AUC-M, we tune the
hyperparameter γ in {100, 500, 1000}. For each method, the validation set is used to tune the
hyperparameters and select the best model across all iterations. The results of the pAUCs on the
testing set are reported in Table 2, which shows that our algorithm performs the best for all diseases.
The complete ROC curves on the testing set are shown in Appendix E.3.

Table 2: The pAUCs with FPRs between 0.05 and 0.5 on the testing sets from the CheXpert data.

Method D1 D2 D3 D4 D5

Linear
Model

SVMpAUC-tight 0.6538±0.0042 0.6038±0.0009 0.6946±0.0020 0.6521±0.0006 0.7994±0.0004
DCA 0.6636±0.0093 0.8078±0.0030 0.7427±0.0257 0.6169±0.0208 0.8371±0.0022

Proximal DCA 0.6615±0.0103 0.8041±0.0033 0.7064±0.0253 0.5945±0.0266 0.8352±0.0023
AGD-SBCD 0.6721±0.0081 0.8257±0.0025 0.8016±0.0075 0.6340±0.0165 0.8500±0.0017

Deep
Model

MB 0.7510±0.0248 0.8197±0.0127 0.6339±0.0328 0.5698±0.0343 0.8461±0.0188
CE 0.6994±0.0453 0.8075±0.0244 0.7673±0.0266 0.6499±0.0184 0.7884±0.0080

AUC-M 0.7403±0.0339 0.8002±0.0274 0.8533±0.0469 0.7420±0.0277 0.8504±0.0065
AGD-SBCD 0.7535±0.0255 0.8345±0.0130 0.8689±0.0184 0.7520±0.0079 0.8513±0.0107

For deep neural networks, we also learn the model ResNet-20 from scratch with the CIFAR-10-LT
and the Tiny-ImageNet-200-LT datasets, which are constructed similarly as in [67]. Details about
these two datasets are summarized in Appendix E.6. The range of FPRs in pAUC is [0.05, 0.5]. The
process of tuning hyperparameters is the same as that for CheXpert. The results of the pAUCs on the
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testing set are reported in Table 3, which shows that our algorithm performs the best for these two
long-tailed datasets.

Table 3: The pAUCs with FPRs between 0.05 and 0.5 on the testing sets from the CIFAR-10-LT and
the Tiny-ImageNet-200-LT Datasets.

Dataset MB CE AUC-M AGD-SBCD

Deep
Model

CIFAR-10-LT 0.9337±0.0043 0.9016±0.0137 0.9323±0.0055 0.9408±0.0084
Tiny-ImageNet-200-LT 0.6445±0.0214 0.6549±0.008 0.6497±0.009 0.6594±0.0192

7 Conclusion

Most existing methods for optimizing pAUC are deterministic and only have an asymptotic con-
vergence property. We formulate pAUC optimization as a non-smooth DC program and develop
a stochastic subgradient method based on the Moreau envelope smoothing technique. We show
that our method finds a nearly ϵ-critical point in Õ(ϵ−6) iterations and demonstrate its performance
numerically. A limitation of this paper is the smoothness assumption on sij(w), which does not hold
for some models, e.g., neural networks using ReLU activation functions. It is a future work to extend
our results for non-smooth models.
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4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...

(a) If your work uses existing assets, did you cite the creators? [Yes] We cite them
as [9, 15, 25]

(b) Did you mention the license of the assets? [Yes] See Section 6.
(c) Did you include any new assets either in the supplemental material or as a URL? [No]
(d) Did you discuss whether and how consent was obtained from people whose data you’re

using/curating? [N/A] We only use publicly available data.
(e) Did you discuss whether the data you are using/curating contains personally identifiable

information or offensive content? [Yes] See Section 6.
5. If you used crowdsourcing or conducted research with human subjects...

(a) Did you include the full text of instructions given to participants and screenshots, if
applicable? [N/A]

(b) Did you describe any potential participant risks, with links to Institutional Review
Board (IRB) approvals, if applicable? [N/A]
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(c) Did you include the estimated hourly wage paid to participants and the total amount
spent on participant compensation? [N/A]
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Appendix

A Algorithm for Sum of Range Optimization

The technique in the previous sections can be directly applied to minimize the SoRR loss, which
is formulated as (5) but with f l defined in (7). Since (7) is a special case of (6) with N+ = 1 and
N− = N , we can again formulate subproblem (9) with f = f l as (13) with λ = λ being a scalar.
Since λ is a scalar, when solving (13), we no longer use block coordinate update but only need to
sample over indexes j = 1, . . . , N to construct stochastic subgradients. We present the stochastic
subgradient (SGD) method for (13) in Algorithm 3. Next, we apply Algorithm 2 with SBCD in lines
3 and 4 replaced by SGD. The convergence result in this case is directly from Theorem 1.

Algorithm 3 Stochastic Subgradient Descent for SoRR: (v̄, λ̄) =SGD(w, λ, T, µ, l)

1: Input: Initial solution (w, λ), the number of iterations T , µ > ρ−1, an integer l > 0 and sample
size J .

2: Set (v(0), λ(0)) = (w, λ) and choose (ηt, θt)
T−1
t=0 .

3: for t = 0 to T − 1 do
4: Sample Jt ⊂ {1, . . . , N} with |Jt| = J .
5: Compute stochastic subgradient w.r.t. v:

G(t)
v =

N

J

∑
j∈Jt

∇sj(v
(t))1

(
sj(v

(t)) > λ
(t)
i

)
6: Proximal stochastic subgradient update on v:

v(t+1) = argmin
v

(G(t)
v )⊤v +

∥v −w∥2

2µ
+

∥v − v(t)∥2

2ηt

7: Compute stochastic subgradient w.r.t. λ:

G
(t)
λ = l − N

J

∑
j∈Jt

1
(
sj(v

(t)) > λ(t)
)

8: Stochastic subgradient update on λ:

λ(t+1) = λ(t) − ηtG
(t)
λ

9: end for
10: Output: (v̄, λ̄) = 1

T

∑T−1
t=0 (v(t), λ(t)).

Corollary 1 Suppose Assumption 1 holds with N+ = 1, N− = N and sij(w) = sj(w) and SBCD
in Algorithm 2 are replaced by SGD (Algorithm 3). Suppose θt, ηt, and Tk are set the same as in
Theorem 1 when Algorithm 3 is called in iteration k of Algorithm 2. Then v̄

(k̄)
n is an nearly ϵ-critical

point of (5) with f l defined in (7) with K no more than (17).

B Proofs of Lemmas

Proof.[of Lemma 2] We will only prove the second conclusion in Lemma 2 since the first conclusion
has been shown in Proposition 1 in [52].

Suppose E∥∇Fµ(w)∥2 ≤ min{1, µ−2}ϵ2/4. By the first conclusion in Lemma 2, we must have
µ−2E∥vµfm(w) − vµfn(w)∥2 ≤ min{1, µ−2}ϵ2/4. By the optimality conditions satisfied by
vµfm(w) and vµfn(w), there exist ξm ∈ ∂fm(vµfm(w)) and ξn ∈ ∂fn(vµfn(w)) such that

ξm + µ−1(vµfm(w)−w) = 0 = ξn + µ−1(vµfn(w)−w),

which implies ξ = ξn−ξm = µ−1(vµfm(w)−vµfn(w)) ∈ ∂fn(vµfn(w))−∂fm(vµfm(w)) and
E∥ξ∥ ≤

√
E∥ξ∥2 ≤ ϵ/2. Suppose E∥v̄ − vµfn(w)∥2 ≤ ϵ2/4. We have E∥v̄ − vµfn(w)∥ ≤ ϵ/2

and E∥v̄ − vµfm(w)∥ ≤ E∥v̄ − vµfn(w)∥ + E∥vµfn(w) − vµfm(w)∥ ≤ ϵ. Hence, v̄ satisfies
Definition 1 with w′ = vµfn(w) and w′′ = vµfm(w). Suppose E∥v̄ − vµfm(w)∥2 ≤ ϵ2/4. The
conclusion can be also proved similarly. □
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We first present the following lemma which is similar to Lemma 4.2 in [14].

Lemma 3 Suppose Assumption 1 holds. For any v, λ, v′, λ′, and (ξv, ξλ) ∈ ∂gl(v′,λ′), we have

gl(v,λ) ≥ gl(v′,λ′) + ξ⊤v (v − v′) + ξ⊤λ (λ− λ′)− ρ

2
∥v − v′∥2,

where ρ = N+N−L. Moreover, gl(v,λ) + 1
2µ∥v −w∥2 is jointly convex in λ and v for any w and

any µ−1 > ρ.

Proof. By Assumption 1, we have

sij(v)− sij(v
′) ≥ ∇sij(v

′)⊤(v − v′)− L

2
∥v − v′∥2. (18)

Let ξij ∈ ∂[sij(v
′)− λ′

i]+. We have

gl(v,λ)

= l1⊤λ+

N+∑
i=1

N−∑
j=1

[sij(v)− λi]+

≥ l1⊤λ′ + l1⊤(λ− λ′) +

N+∑
i=1

N−∑
j=1

[sij(v
′)− λ′

i]+ +

N+∑
i=1

N−∑
j=1

ξij(sij(v)− sij(v
′)− λi + λ′

i)

≥ gl(v′,λ′) + ξ⊤λ (λ− λ′) +

N+∑
i=1

N−∑
j=1

ξij∇sij(v
′)⊤(v − v′)−

N+∑
i=1

N−∑
j=1

ξij
L

2
∥v − v′∥2

≥ gl(v′,λ′) + ξ⊤v (v − v′) + ξ⊤λ (λ− λ′)− N+N−L

2
∥v − v′∥2,

where the first inequality is by the convexity of [·]+, the second inequality is from (18) and the last
inequality is by the definitions of (ξv, ξλ) and the fact that ξij ∈ [0, 1].

Combining the inequality from the first conclusion with the equality 1
2µ∥v −w∥2 = 1

2µ∥v − v′∥2 +
1
µ (v − v′)⊤(v′ −w) + 1

2µ∥v
′ −w∥2 and using the fact that µ−1 > ρ, we can obtain

gl(v,λ)+
1

2µ
∥v−w∥2 ≥ gl(v′,λ′)+

1

2µ
∥v′−w∥2+(µ−1(v′−w)+ξv)

⊤(v−v′)+ξ⊤λ (λ−λ′),

which proves the second conclusion. □

Lemma 4 The dual problem of the maximization problem in (11) is the minimization problem in
(12).

Proof. For i = 1, . . . , N+, we introduce a Lagrangian multiplier λi for the constraint
∑N−

j=1 pj = l

in (11). Let [z]− = min{z, 0} which equals −[−z]+. Then, for each i, we have

max
pi∈Pl


N−∑
j=1

pijsij(w)

 = − min
pij∈[0,1] ∀j

max
λi

−
N−∑
j=1

pijsij(w) + λi(

N−∑
j=1

pj − l)


= −max

λi

min
pij∈[0,1] ∀j

−lλi +

N−∑
j=1

pij [λi − sij(w)]


= −max

λi

−lλi +

N−∑
j=1

[λi − sij(w)]−


= min

λi

lλi +

N−∑
j=1

[sij(w)− λi]+

 .

The conclusion is thus proved by summing up the equality above for i = 1, . . . , N+. □
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C Proof of Proposition 1

Let v∗ = vµf l(w) be the unique optimal solution of (8) and let si[j](v∗) be the jth largest coordinate
of Si(v

∗). It is easy to show that the set of optimal solutions of (13) is {v∗} × Λ∗ where

Λ∗ = argmin
λ

gl(v∗,λ) +
1

2µ
∥v∗ −w∥2 =

N+∏
i=1

(
Λ∗
i :=

[
si[l](v

∗), si[l+1](v
∗)
])

. (19)

Given any λ ∈ RN+ , we denote its projection onto Λ∗ as ProjΛ∗(λ). By the structure of Λ∗, the
ith coordinate of ProjΛ∗(λ) is just the projection of λi onto Λ∗

i , which we denote by ProjΛ∗
i
(λi).

Moreover, we denote the distance from λ to Λ∗ as dist(λ,Λ∗) and it satisfies

dist2(λ,Λ∗) =

N+∑
i=1

dist2(λi,Λ
∗
i ) =

N+∑
i=1

(λi − ProjΛ∗
i
(λi))

2 (20)

With these definitions, we can present the following lemma.

Lemma 5 Suppose Assumption 1 holds and µ−1 > ρ. For any w, v, λ and v∗ = vµf l(w), we have

N+B∥v − v∗∥+ gl(v,λ)− gl(v∗,ProjΛ∗(λ)) ≥
N+∑
i=1

dist(λi,Λ
∗
i ) ≥ dist(λ,Λ∗).

Proof. It is easy to observe that gl(v,λ) :=
∑N+

i=1 g
l
i(v, λi), where

gli(v, λi) := lλi +

N−∑
j=1

[sij(v)− λi]+,

and Λ∗
i = argminλi

gli(v
∗, λi). Since gli(v

∗, λi) is a piecewise linear in λi with an outward slope of
at least one at either end of the interval Λ∗

i , we must have

gli(v
∗, λi)− gli(v

∗,ProjΛ∗
i
(λi)) ≥ |λi − ProjΛ∗

i
(λi)|,

which implies

gl(v∗,λ)− gl(v∗,ProjΛ∗(λ)) ≥
N+∑
i=1

|λi − ProjΛ∗
i
(λi)| =

N+∑
i=1

dist(λi,Λ
∗
i ) ≥ dist(λ,Λ∗).

Moreover, by Assumption 1, gli(v, λi) is B-Lipschitz continuous in v so gl(v,λ) is N+B-Lipschitz
continuous in v. We then have N+B∥v−v∗∥+ gl(v,λ) ≥ gl(v∗,λ), which implies the conclusion
together with the previous inequality. □

We present the proof of Proposition 1 below.

Proof.[of Proposition 1] Let us denote I[t] = {I0, . . . , It} and J[t] = {J0, . . . ,Jt}. Let Et be the
expectation conditioning on I[t−1] and J[t−1].

By Assumption 1 and the definitions of G(t)
v and G

(t)
λi

in Algorithm 1, we have

∥G(t)
v ∥ ≤ N+N−B and |G(t)

λi
| ≤ N− for t = 0, . . . , T − 1 and i = 1, . . . , N+. (21)

By the optimality condition satisfied by v(t+1) and
(

1
µ + 1

ηt

)
-strong convexity of the objective

function in (14), we have
1

2µ
∥v(t+1) −w∥2 + 1

2ηt
∥v(t+1) − v(t)∥2 + 1

2

(
1

µ
+

1

ηt

)
∥v∗ − v(t+1)∥2

≤ (G(t)
v )⊤

(
v∗ − v(t+1)

)
+

1

2µ
∥v∗ −w∥2 + 1

2ηt
∥v∗ − v(t)∥2

= (G(t)
v )⊤

(
v∗ − v(t)

)
+ (G(t)

v )⊤
(
v(t) − v(t+1)

)
+

1

2µ
∥v∗ −w∥2 + 1

2ηt
∥v∗ − v(t)∥2

≤ (G(t)
v )⊤

(
v∗ − v(t)

)
+

ηt(G
(t)
v )2

2
+

1

2ηt
∥v(t) − v(t+1)∥2 + 1

2µ
∥v∗ −w∥2 + 1

2ηt
∥v∗ − v(t)∥2,
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where the last inequality is by Young’s inequality. Since v∗ − v(t) is deterministic conditioning on
I[t−1] and J[t−1], applying (21) and taking expectation Et on the both sides of the inequality above
yield

1

2µ
Et∥v(t+1) −w∥2 + 1

2

(
1

µ
+

1

ηt

)
Et∥v∗ − v(t+1)∥2

≤
(
EtG

(t)
v

)⊤ (
v∗ − v(t)

)
+

ηtN
2
+N

2
−B

2

2
+

1

2µ
∥v∗ −w∥2 + 1

2ηt
∥v∗ − v(t)∥2. (22)

By the updating equation (15) for λ(t+1), we have

dist2(λ(t+1),Λ∗) =
∑
i∈Ic

t

(λ
(t+1)
i − ProjΛ∗

i
(λ

(t+1)
i ))2 +

∑
i∈It

(λ
(t+1)
i − ProjΛ∗

i
(λ

(t+1)
i ))2

≤
∑
i∈Ic

t

(λ
(t)
i − ProjΛ∗

i
(λ

(t)
i ))2 +

∑
i∈It

(λ
(t+1)
i − ProjΛ∗

i
(λ

(t)
i ))2

=
∑
i∈Ic

t

(λ
(t)
i − ProjΛ∗

i
(λ

(t)
i ))2 +

∑
i∈It

(λ
(t)
i − θtG

(t)
λi

− ProjΛ∗
i
(λ

(t)
i ))2

=
∑
i∈Ic

t

(λ
(t)
i − ProjΛ∗

i
(λ

(t)
i ))2 +

∑
i∈It

(λ
(t)
i − ProjΛ∗

i
(λ

(t)
i ))2

−2θt
∑
i∈It

(G
(t)
λi
)⊤(λ

(t)
i − ProjΛ∗

i
(λ

(t)
i )) + θ2t

∑
i∈It

(G
(t)
λi
)2.

Since λ(t)
i −ProjΛ∗

i
(λ

(t)
i ) is deterministic conditioning on I[t−1] and J[t−1], applying (21) and taking

expectation Et on the both sides of the inequality above yield

Etdist2(λ(t+1),Λ∗) ≤ dist2(λ(t),Λ∗)− 2θtI

N+

N+∑
i=1

EtG
(t)
λi

(λ
(t)
i − ProjΛ∗

i
(λ

(t)
i )) + θ2t IN

2
− (23)

Multiplying both sides of (23) by N+

2Iθt
and adding it with (22), we have

N+

2Iθt
Etdist2(λ(t+1),Λ∗) +

1

2µ
Et∥v(t+1) −w∥2 + 1

2

(
1

µ
+

1

ηt

)
Et∥v∗ − v(t+1)∥2

≤ N+

2Iθt
dist2(λ(t),Λ∗) +

1

2µ
∥v∗ −w∥2 + 1

2ηt
∥v∗ − v(t)∥2 + ηtN

2
+N

2
−B

2

2
+

θtN+N
2
−

2

+
[
EtG

(t)
v

]⊤ (
v∗ − v(t)

)
+

N+∑
i=1

EtG
(t)
λi

(ProjΛ∗
i
(λ

(t)
i )− λ

(t)
i )

≤ N+

2Iθt
dist2(λ(t),Λ∗) +

1

2µ
∥v∗ −w∥2 + 1

2

(
ρ+

1

ηt

)
∥v∗ − v(t)∥2 + ηtN

2
+N

2
−B

2

2
+

θtN+N
2
−

2

+gl(v∗, ProjΛ∗(λ
(t)))− gl(v(t),λ(t)), (24)

where the second inequality is because (EtG
(t)
v ,EtG

(t)
λ1
, . . . ,EtG

(t)
λN+

) ∈ ∂gl(v(t),λ(t)), which

allows us to apply Lemma 3 with (v,λ) = (v∗,ProjΛ∗(λ
(t))) and (v′,λ′) = (v(t),λ(t)).

Notice that θt and ηt do not change with t that ρ < µ−1. Summing up (24) for t = 0, . . . , T − 1,
taking full expectation, and organizing terms give us

T−1∑
t=0

E
(
gl(v(t),λ(t)) +

1

2µ
∥v(t) −w∥2 − gl(v∗,ProjΛ∗(λ

(t)))− 1

2µ
∥v∗ −w∥2

)
+

N+

2IθT−1
Edist2(λ(T ),Λ∗) +

1

2µ
E∥v(T ) −w∥2 + 1

2

(
1

µ
+

1

ηT−1

)
E∥v∗ − v(T )∥2

≤ N+

2Iθ0
dist2(λ(0),Λ∗) +

1

2µ
∥v(0) −w∥2 + 1

2

(
1

µ
+

1

η0

)
∥v∗ − v(0)∥2

+

T−1∑
t=0

(
ηtN

2
+N

2
−B

2

2
+

θtN+N
2
−

2

)
. (25)
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Because f l(v̄) + 1
2µ∥v̄−w∥2 is (µ−1 − ρ)-strongly convex and the facts that f l(v̄) ≤ gl(v̄, λ̄) and

that f l(v∗) = gl(v∗,λ∗) for any optimal λ∗, we have that

1

2

(
1

µ
− ρ

)
E∥v̄ − v∗∥2

≤ E
(
f l(v̄) +

1

2µ
∥v̄ −w∥2 − f l(v∗)− 1

2µ
∥v∗ −w∥2

)
≤ E

(
gl(v̄, λ̄) +

1

2µ
∥v̄ −w∥2 − gl(v∗,λ∗)− 1

2µ
∥v∗ −w∥2

)
≤ 1

T

T−1∑
t=0

E
(
gl(v(t),λ(t)) +

1

2µ
∥v(t) −w∥2 − gl(v∗, ProjΛ∗(λ

(t)))− 1

2µ
∥v∗ −w∥2

)
, (26)

where the last inequality is because gl(v,λ) + 1
2µ∥v−w∥2 is jointly convex in v and λ. Recall that

v(0) = w. Applying (25) to the left-hand side of the inequality above, we obtain

1

2

(
1

µ
− ρ

)
E∥v̄ − v∗∥2

≤ N+

2Iθ0T
dist2(λ(0),Λ∗) +

1

2µT
∥v(0) −w∥2 + 1

2T

(
1

µ
+

1

η0

)
∥v∗ − v(0)∥2

+
η0N

2
+N

2
−B

2

2
+

θ0N+N
2
−

2

≤ N+N−√
IT

dist(λ(0),Λ∗) +
N+N−B

2
√
T

∥v∗ −w∥+ 1

2µT
∥v∗ −w∥2.

The conclusion is then proved given that vµf l(w) = v∗. □

D Proof of Theorem 1

We first present a technical lemma.

Lemma 6 Given two intervals [a, b] and [a′, b′] with max{|a− a′|, |b− b′|} ≤ δ. We have

dist(z, [a, b]) ≤ dist(z, [a′, b′]) + δ, ∀z ∈ R.

Proof. We will prove the result in three cases, z < a′, z > b′ and a′ ≤ z ≤ b′. Suppose z < a′ so that
dist(z, [a′, b′]) = |z−a′|. We have dist(z, [a, b]) ≤ |z−a| ≤ |z−a′|+ |a−a′| ≤ dist(z, [a′, b′])+δ.
The result when z > b′ can be proved similarly. Suppose a′ ≤ z ≤ b′ so that dist(z, [a′, b′]) = 0.
Note that z = z−a′

b′−a′ · b′ + b′−z
b′−a′ · a′. We define z′ = z−a′

b′−a′ · b + b′−z
b′−a′ · a ∈ [a, b]. Then

dist(z, [a, b]) ≤ |z − z′| ≤ z−a′

b′−a′ · |b− b′|+ b′−z
b′−a′ · |a− a′| ≤ dist(z, [a′, b′]) + δ. □

Under Assumption 1, we have ∥∇sij(v)∥ ≤ B for any v so that ∥ξ∥ ≤ lB for any ξ ∈ ∂f l(v) and
any v. By the definition of vµf l(w), we have µ−1(w − vµf l(w)) ∈ ∂f l(vµf l(w)), which implies

∥w − vµf l(w)∥ ≤ µlB for any w. (27)

We then provide the following proposition as an additional conclusion from the proof of Proposition 1.

Proposition 2 Suppose Assumption 1 holds. Algorithm 1 guarantees that

Edist(λ̄,Λ∗) ≤
N+∑
i=1

Edist(λ̄i,Λ
∗
i )

≤ N+N−√
IT

dist(λ(0),Λ∗) +
N+N−B

2
√
T

∥v∗ −w∥+ 1

2µT
∥v∗ −w∥2 + 1

2µ
∥v∗ −w∥2

+N+BE∥v̄ − v∗∥.
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Proof. By (25), the last inequality in (26), and Lemma 5, we have

E

N+∑
i=1

dist(λ̄i,Λ
∗
i )−N+B∥v̄ − v∗∥ − 1

2µ
∥v∗ −w∥2


≤ E

(
gl(v̄, λ̄)− gl(v∗,λ∗) +

1

2µ
∥v̄ −w∥2 − 1

2µ
∥v∗ −w∥2

)
≤ N+N−√

IT
dist(λ(0),Λ∗) +

N+N−B

2
√
T

∥v∗ −w∥+ 1

2µT
∥v∗ −w∥2,

which implies the conclusion by reorganizing terms. □

Next we are ready to present the proof of of Theorem 1.

Proof.[of Theorem 1] Let ϵk = 1√
k+1

for k = 1, . . . . In the kth iteration of Algorithm 2, Algorithm 1
is applied to the subproblem

min
v,λ

{
gl(v,λ) +

1

2µ
∥v −w(k)∥2

}
. (28)

with initial solution (w(k), λ̄
(k)
l ) and runs for Tk iterations. Let Λ∗

k be the set of optimal λ for (28).
We will prove by induction the following two inequalities for k = 0, 1, . . . .

E∥v̄(k)
l − vµf l(w(k))∥2 ≤ ϵ2k/4 (29)

Edist(λ̄(k)
l ,Λ∗

k) ≤ Dl, (30)

where Dl is defined in (16) for l = m and n.

Applying Proposition 1 to (28) and using (27), we have, for k = 0, 1, . . . ,

1

2

(
1

µ
− ρ

)
E∥v̄(k)

l − vµfl(w
(k))∥2

≤ N+N−√
ITk

Edist(λ̄(k)
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N+N−B

2
√
Tk

E∥vµfl(w
(k))−w(k)∥+ 1

2µTk
E∥vµfl(w

(k))−w(k)∥2

≤ N+N−√
ITk

Edist(λ̄(k)
l ,Λ∗

k) +
N+N−µlB

2

2
√
Tk

+
µ2l2B2

2µTk
. (31)

Moreover, applying Proposition 2 to (28) and using (27), we have

N+∑
i=1

Edist(λ̄(k+1)
l,i ,Λ∗

i ) ≤ N+N−√
ITk

Edist(λ̄(k)
l ,Λ∗

k,i) +
N+N−µlB

2

2
√
Tk

+
µ2l2B2

2µTk
+

µl2B2

2

+N+BE∥v̄(k)
l − vµf l(w(k))∥. (32)

Suppose k = 0. By (31) and the choice of T0, we have E∥v̄(0)
l − vµf l(w(0))∥2 ≤ ϵ20/4, so (29)

holds for k = 0. In addition, (30) holds trivially for k = 0. Next, we assume (29) and (30) both hold
for k and prove they also hold for k + 1.

Since (29) and (30) hold for k, by (32) and the choice of Tk, we have

N+∑
i=1

Edist(λ̄(k+1)
l,i ,Λ∗

k,i) ≤ 1

2

(
1

µ
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)
ϵ2k/4 +

µl2B2

2
+N+BE∥v̄(k)

l − vµf l(w(k))∥

≤ 1

2

(
1

µ
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)
ϵ2k/4 +

µl2B2

2
+N+B

√
E∥v̄(k)

l − vµf l(w(k))∥2

≤ 1

2

(
1

µ
− ρ

)
+

µl2B2

2
+N+B. (33)
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From the updating equation w(k+1) = w(k) − γµ−1(v̄
(k)
m − v̄

(k)
n ) in Algorithm 2, we know that

E∥w(k+1) −w(k)∥ ≤ γµ−1E∥v̄(k)
m − v̄(k)

n ∥

≤ γµ−1

(
E∥v̄(k)

m − vµfm(w(k))∥+ E∥vµfm(w(k))−w(k)∥

+E∥v̄(k)
n − vµfn(w(k))∥+ E∥vµfn(w(k))−w(k)∥

)
≤ 2γϵk

µ
+ γnB + γmB, (34)

where the second inequality is by triangle inequality and the last inequality is by (27) and the fact
that (29) holds for k.

Let λ̄(k+1)
l,i denote the ith coordinate of λ̄(k+1)

l for i = 1, . . . , N+ and l = m and n. Recall that
si[j](v) be the jth largest coordinate of Si(v). By Assumption 1 and elementary argument, we
can show that si[j](v) is B-Lipschitz continuous for any i and j. Since vµf l(w) is 1

1−µρ -Lipschitz
continuous, we have

E
∣∣∣si[j](vµf l(w(k+1)))− si[j](vµf l(w(k)))

∣∣∣ ≤ BE∥vµf l(w(k+1))− vµf l(w(k))∥

≤ B

1− µρ
E∥w(k+1) −w(k)∥

≤ B

1− µρ

(
2γϵk
µ

+ γnB + γmB

)
(35)

for j = l and j = l + 1, where the last inequality is by (34). According to (19), (20), (35), and
Lemma 6, we can prove that, for i = 1, . . . , N+,

Edist
(
λ̄
(k+1)
l,i ,Λ∗

k+1,i

)
≤ Edist

(
λ̄
(k+1)
l,i ,Λ∗

k,i

)
+

B

1− µρ

(
2γ

µ
+ γnB + γmB

)
.

Combining this inequality with (33) yields (30) for case k + 1.

Stating (31) for case k + 1 gives

1

2

(
1

µ
− ρ

)
E∥v̄(k+1)

l − vµfl(w
(k+1))∥2 ≤ N+N−√
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√
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µ2l2B2

2µTk+1
. (36)

By (36), (30) for case k+1, and the choice of Tk+1, we have E∥v̄(k+1)
l −vµf l(w(k+1))∥2 ≤ ϵ2k+1/4,

which means (29) holds for case k + 1. By induction, we have proved that (29) and (30) holds for
k = 0, 1, . . . .

Because ∇Fµ(w) = µ−1(vµfm(w)− vµfn(w)) is Lµ-Lipschitz continuous, we have

Fµ(w(k))− Fµ(w(k+1))

≥⟨−∇Fµ(w(k)),w(k+1) −w(k)⟩ − Lµ

2
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.
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Applying Young’s inequality to the first term on the right-hand side of the last inequality above gives

E
[
Fµ(w(k))− Fµ(w(k+1))

]
≥− γ

µ2

(
1

2
E∥v̄(k)
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E
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4µ2
E∥vµfm(w(k))− vµfn(w(k))∥2 − 3γ

2µ2
ϵ2k,

where the second inequality is because of (30) for l = m and n and the last because of γ ≤ 1
Lµ

.

Summing the above inequality over k = 0, · · · ,K − 1, we have

1

K

K−1∑
k=0

E∥vµfm(w(k))− vµfn(w(k))∥2 ≤ 4µ2

γK
E(Fµ(w(0))− Fµ(w(K))) +

6

K

K−1∑
k=0

ϵ2k

≤ 4µ2

γK

(
F (vµfn(w(0)))− F ∗

)
+

6 logK

K
,

where the second inequality is because F ∗ ≤ F (vµfn(w(K))) ≤ Fµ(w(K)) and Fµ(w(0)) ≤
F (vµfm(w(0))) (see Lemma 1 in [52]). Let k̄ be randomly sampled from {0, . . . ,K − 1}, then it
holds

E∥∇Fµ(w(k̄))∥2 = µ−2E∥vµfm(w(k̄))− vµfn(w(k̄))∥2 ≤ µ−2 min{1, µ2}ϵ2 = min{1, µ−2}ϵ2

by the definition of K. On the other hands, by (29), we have for l = m and n that

E∥v̄(k̄)
l − vµf l(w(k̄))∥2 ≤ 1

K

K−1∑
k=0

ϵ2k ≤ logK

K
≤ min{1, µ2}ϵ2

48
≤ ϵ2

4
,

where the last inequality is because of the value of K. Hence, by the second claim in Lemma 2
(with w = w(k̄) and v̄ = v̄

(k̄)
n ), v̄(k̄)

n is an nearly ϵ-critical point of (5) with f l defined in (6). This
completes the proof. □

E Additional Materials for Numerical Experiments

In this section, we present some additional details of our numerical experiments in Section 6 which
we are not able to show due to the limit of space.

E.1 Details of SoRR Loss Minimization Experiment

For SoRR loss minimization, we compare with the baseline DCA. We focus on learning a linear
model hw(x) = wTx with four benchmark datasets from the UCI [15] data repository preprocessed
by Libsvm [9]: a9a, w8a, ijcnn1 and covtype. The statistics of these datasets are summarized in
Table 4.We use logistic loss l(hw(x), y) = −y log(hw(x))− (1− y) log(1− hw(x)) where label
y ∈ {0, 1}. Due to the limit space, we present the process of tuning hyperparameters and the
convergence curves (Figure 2). From the curves, we notice that our algorithm reduce SoRR loss faster
than DCAs for all of these four datasets. In this section, we first present some summary statistics on
the datasets.

For AGD-SBCD, we fix the J = 100, m = 103 and n = 2× 104. In the spirit of Corollary 1, within
Algorithm 3 called in the kth main iteration, ηt and θt are both set to c

(k+1)N for any t with c tuned in
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Table 4: Statistics of the UCI datasets.

DATASETS # SAMPLES # FEATURES

A9A 32,561 123
W8A 49,749 300
IJCNN1 49,990 22
COVTYPE 581,012 54

the range of {0.1, 2, 5, 10, 1} and Tk is set to C(k+1)2 with C selected from {30, 50, 100}. Parameter
µ is chosen from {2×102, 103}/N and γ is tuned from {2×102, 5×102, 8×102, 4×103, 2×104}/N .

According to the experiments in [24], when solving (37), we first use the same step size and the
same number of iterations for all k’s. We choose the step size from {0.01, 0.1, 0.5, 1} and the
iteration number from {2000, 3000}. However, we find that the performance of DCA improves if
we let the step size and the number of iterations vary with k. Hence, we apply the same process
as in AGD-SBCD to select θt, ηt, and T in Algorithm 4 in the kth main iteration of DCA. We
report the performances of DCA under both settings (named DCA.Constant.lr and DCA.Changing.lr,
respectively). The changes of the SoRR loss with the number of epochs are shown in Figure 2. From
the curves, we notice that our algorithm reduce SoRR loss faster than DCAs for all of these four
datasets.
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Figure 2: Results for SoRR Loss Minimization

E.2 Process of Tuning Hyperparameters

For AGD-SBCD, we fix the I = J = 100, m = 104 and n = 105. In the spirit of Theorem 1,
within Algorithm 3 called in the kth main iteration, ηt is set to c

(k+1)N+N− , θt is set to c
(k+1)N−

for any t with c tuned in {0.1, 1, 5, 10, 20, 30} and Tk is set to 50(k + 1)2. Parameters µ is chosen
from {102, 103}/(N+N−) and γ is tuned from {2 × 103, 5 × 103}/(N+N−). For DCA, we only
implement the setting of DCA.Changing.lr (see Appendix E.1 for descriptions). In Algorithm 4 called
in the kth main iteration, ηt and θt are selected following the same process as in AGD-SBCD and T
is set to C(k + 1)2 with C chosen from {100, 200, 500}. For the SVMpAUC-tight method, we use
their MATLAB code in [42] and tune hyper-parameter C from {10−3, 10−2, 10−1, 100}.

E.3 Additional Plots of Partial AUC Maximization Experiment

The results for partial AUC maximization of diseases D3∼D5 are shown in Figure 3.

We plot the ROC curves of three algorithms with linear model on the CheXpert testing set in Figure
4. The range of false positive rate for the pAUC is set as [0.05, 0.5].

We plot the convergence curves of patial AUC on the CheXpert testing set of our algorithm AGD-
SBCD and baseline MB in Figure 5.

E.4 DCA and Algorithm for its Subproblem

Although DCA is originally only studied for SoRR loss minimization in [24], it can also be applied to
pAUC maximization. Hence, we only describe DCA for pAUC maximization which cover SoRR loss
minimization as a special case. At the kth iteration of DCA, it computes a deterministic subgradient
of fm(w) =

∑N+

i=1 ϕm(Si(w
(k))) at iterate w(k), denoted by ξ(k). Then DCA updates w(k) by
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Figure 3: Results for Patial AUC Maximization of D3, D4 and D5.
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Figure 4: ROC Curves of CheXpert Testing Set.

approximately solving the following subproblem using a SBCD method similar to Algorithm 1 by
sampling indexes i and j (see Algorithm 4 for details).

(w(k+1),λ(k+1)) ≈ argmin
w,λ

n1⊤λ+

N+∑
i=1

N−∑
j=1

[sij(w)− λi]+ −w⊤ξ(k) (37)

Algorithm 4 is used to solve the subproblem (37) in the kth main iteration of DCA. It is similar to the
SBCD method in Algorithm 1.

E.5 Details about Proximal DCA

At the kth iteration of proximal DCA, it computes a deterministic subgradient of fm(w) =∑N+

i=1 ϕm(Si(w
(k))) at iterate w(k), denoted by ξ(k). Then proximal DCA updates w(k) by ap-

proximately solving the subproblem

(w(k+1),λ(k+1)) ≈ argmin
w,λ

n1⊤λ+

N+∑
i=1

N−∑
j=1

[sij(w)− λi]+ +
L

2
∥w −w(k)∥2 −w⊤ξ(k) (38)
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Figure 5: Convergence Curves of Partial AUC on the CheXpert Testing Set.

Algorithm 4 Stochastic Block Coordinate Descent for (37): (w̄, λ̄) =SBCD(w,λ, T, ξ(k))

1: Input: Initial solution (w,λ), the number of iterations T , sample sizes I and J and a determin-
istic subgradient ξ(k).

2: Set (w(0),λ(0)) = (w,λ) and choose (ηt, θt)
T−1
t=0 .

3: for t = 0 to T − 1 do
4: Sample It ⊂ {1, . . . , N+} with |It| = I .
5: Sample Jt ⊂ {1, . . . , N−} with |Jt| = J .
6: Compute stochastic subgradient w.r.t. w:

G(t)
w =

N+N−

IJ

∑
i∈It

∑
j∈Jt

∇sij(w
(t))1

(
sij(w

(t)) > λ
(t)
i

)
− ξ(k)

7: Stochastic subgradient update on w:

w(t+1) = w(t) − ηtG
(t)
w

8: Compute stochastic subgradient w.r.t. λi for i ∈ It:

G
(t)
λi

= n− N−

J

∑
j∈Jt

1
(
sij(w

(t)) > λ
(t)
i

)
for i ∈ It

9: Stochastic block subgradient update on λi for i ∈ It:

λ
(t+1)
i =

{
λ
(t)
i − θtG

(t)
λi

i ∈ It,

λ
(t)
i i /∈ It.

10: end for
11: Output: (w̄, λ̄) = (w(T ),λ(T )).

using a SBCD method similar to Algorithm 1 by sampling indexes i and j. In proximal DCA, L is
tuned from {10−5 ∼ 100} and other hyper-parameters are tuned from the same range as DCA.

E.6 Details about CIFAR-10-LT and Tiny-Imagenet-200-LT Datasets

Binary CIFAR-10-LT Dataset. To construct a binary classification, we set labels of category ’cats’
to 1 and labels of other categories to 0. We split the training data in train/val = 9:1 and use the
validation dataset as the testing set. More details are provided in Table 5.
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Binary Tiny-Imagenet-200-LT Dataset. To construct a binary classification, we set labels of
category ’birds’ to 1 and labels of other categories to 0. We split the training data in train/val = 9:1
and use the validation dataset as the testing set. More details are provided in Table 5.

Table 5: Statistics of the Long-Tailed Datesets.

Dataset Pos. Class ID Pos. Class Name # Pos. Samples # Neg. Samples

CIFAR-10-LT 3 cats 1077 11329
Tiny-Imagenet-200-LT 11,20,21,22 birds 1308 20241

E.7 Convergence Curves and Testing Performance of AGD-SBCD on Different µ

Table 6: The pAUCs with FPRs between 0.05 and 0.5 on the testing sets from the CheXpert data of
AGD-SBCD on different µ.

µ D1 D2 D3 D4 D5

AGD-
SBCD

103/N+N− 0.6721±0.0081 0.8257±0.0025 0.8016±0.0075 0.6340±0.0165 0.8500±0.0017
108/N+N− 0.6617±0.0073 0.8242±0.0057 0.8272±0.0070 0.6323±0.0028 0.8463±0.0003
1010/N+N− 0.6636±0.0056 0.8242±0.0057 0.8237±0.0077 0.6332±0.0072 0.8463±0.0002

E.8 Convergence Curves of Training pAUC over GPU Time
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Figure 6: Convergence curves of training loss and training pAUC of AGD-SBCD on different µ.
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Figure 7: Convergence curves of training pAUC over GPU time. (The dashed line of SVMpAUC -tight
does not reflect its convergence with GPU time. It is only reported for reference since we use the
authors’ MATLAB implementation which does not support GPU.)
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