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Abstract

Fairness has become an important topic in machine learning. Generally, most
literature on fairness assumes that the sensitive information, such as gender or race,
is present in the training set, and uses this information to mitigate bias. However,
due to practical concerns like privacy and regulation, applications of these methods
are restricted. Also, although much of the literature studies supervised learning,
in many real-world scenarios, we want to utilize the large unlabelled dataset to
improve the model’s accuracy. Can we improve fair classification without sensitive
information and without labels? To tackle the problem, in this paper, we propose a
novel reweighing-based contrastive learning method. The goal of our method is
to learn a generally fair representation without observing sensitive attributes. Our
method assigns weights to training samples per iteration based on their gradient
directions relative to the validation samples such that the average top-k validation
loss is minimized. Compared with past fairness methods without demographics,
our method is built on fully unsupervised training data and requires only a small
labelled validation set. We provide rigorous theoretical proof of the convergence of
our model. Experimental results show that our proposed method achieves better or
comparable performance than state-of-the-art methods on three datasets in terms
of accuracy and several fairness metrics.

1 Introduction

As machine learning systems are increasingly used for automated decision making with social impact,
discrimination across different demographic groups has become an important concern (Ntoutsi et al.,
2020). There have been growing evidence of disparities across different demographic groups in
real-world machine learning systems. Research on the COMPAS dataset shows a strong correlation
between recidivism prediction and race, where black individuals are more likely to be classified as
high risk (Larson et al., 2016). Gender bias has been identified in image captioning models (Hendricks
et al., 2018), where the model is likely to recognize the person in the image (without considering the
person’s appearance) as a man if the scene shows snowboarding. It is crucial to ensure that algorithm
makes fair predictions without explicit or implicit consideration of biased information, so as not to
reveal or amplify social biases.

Due to distributional disparity, historical bias, or indirect discrimination (Hajian and Domingo-
Ferrer, 2012), simply removing sensitive attribute during training is not enough to guarantee fairness.
In response, methods (Hardt et al., 2016; Creager et al., 2019; Bahng et al., 2020) have been
proposed to achieve fairness under certain fairness notions. Generally, these methods assume one
predefined sensitive attribute, and apply fairness constraints based on such information. However,
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in real-world scenarios, due to privacy or legal concern, it might be infeasible to collect or use the
sensitive information. For example, General Data Protection Regulation (GDPR) imposes heightened
prerequisites to collect and use protected features (Voigt and Von dem Bussche, 2017). Besides,
for many automatic decision-making systems, it is important to make sure that the system is not
biased against several sensitive attributes. For example, on the COMPAS dataset, we may expect the
classifier to be fair with respect to both race and gender. Under such scenarios, conventional methods
on fairness that are formulated with one predefined sensitive attribute and one predefined fairness
metric (Hardt et al., 2016; Krasanakis et al., 2018) would fail to work, and it is important to study the
problem of fairness without demographics.

Current approaches on fairness without demographics (Hashimoto et al., 2018; Lahoti et al., 2020)
have been following the idea of Max-Min problem. These works are proposed under a fully supervised
setting. In many real-world scenarios, however, we are often given an unlabelled dataset, or only a
small portion of labelled samples are available, and to improve model generalization, we always want
to utilize the large unlabelled set during training. Thus we ask: Can we improve fair classification
without sensitive information and without labels?

One straightforward solution to the problem is contrastive learning. Without using labels during
training, contrastive learning aims to learn a compact representation in Rd, which minimizes the
distance between positive pairs and maximizes the distance between negative pairs based on the
similarity between data. However, since we can only access data without labels in contrastive learning,
we would inevitably sample false negative pairs. Instead, we consider the following relaxed problem:
Given a small set of labelled samples and a large unlabelled set, can we improve fair classification
without sensitive information using contrastive learning?

In this paper, we propose a fair contrastive learning method without sensitive attributes. Compared
with previous works on fairness without demographics which are fully supervised, our method
follows the Min-Max fairness constraints and only requires a small set with labels. During training,
we calculate the gradients of training samples at each iteration and compare them with the average
gradient of validation samples with top-k validation loss. If one sample has a positive contribution
to the decrease of validation loss, we would apply higher weight on the sample, and otherwise we
would discard the training sample at the current iteration. In this way, we aim to approach an optimal
distribution of training samples that minimizes the top-k validation loss.

We summarize our contribution as follows:

1. We formulate a novel contrastive learning method with gradient-based reweighing to learn fair
representations without demographics. We also theoretically prove the convergence of our method.

2. Our model effectively incorporates limited supervised information into self-supervised training
and achieves comparable or better classification results than fully supervised methods.

3. We validate the effectiveness of our method in improving fairness on three benchmark datasets
under various sensitive attributes.

2 Related Work

Fairness in Machine Learning: Fairness has been widely studied in machine learning area. Generally,
fairness methods can be divided into two categories: individual fairness (Mukherjee et al., 2020;
Ilvento, 2019; Sharifi-Malvajerdi et al., 2019; Petersen et al., 2021) and group fairness (Feldman
et al., 2015; Hardt et al., 2016). Our method follows the idea of group fairness. Different fairness
notions including disparate impact (Kamiran and Calders, 2012) and equalized odds (Hardt et al.,
2016) have been proposed to quantify disparities of machine learning models. Kleinberg et al. (2016)
argue that disparities in machine learning arises due to biased data, instead of biased classifiers. In
response, different methods have been proposed to modify input features and eliminate potential
bias in downstream tasks. Creager et al. (2019) propose to quantify the correlation between sensitive
information and input features using KL-divergence and modify the input feature using VAE. Sattigeri
et al. (2018) and Jang et al. (2021) propose to generate a fair dataset using generative models. Calmon
et al. (2017) learn a mapping from training distribution to an underlying fair distribution and relax
the problem to a convex optimization problem. Jiang and Nachum (2020) adjust training labels
based on the desired specific fairness constraints. Other than preprocessing, methods on fairness
fall in two categories: inprocessing and postprocessing. Zafar et al. (2017) propose to reduce the
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fairness constraints to linear correlation constraints, and use such regularization term during training.
Kim et al. (2019) learn a fair classifier through adversarial training with an extra discriminator.
Adel et al. (2019) propose to add one extra layer on original network and use adversarial training
to achieve fairness. Chai and Wang (2022) propose to learn adaptive weights to balance among
different demographic groups. As for postprocessing, the methods adjust the decision threshold of a
classifier based on the expected fairness constraints Hardt et al. (2016); Jang et al. (2022). All these
methods require sensitive information to formulate fairness metrics. A more related problem is fair
classification under noisy sensitive attribute (Gupta et al., 2018; Lamy et al., 2019; Wang et al., 2020),
where the goal is to improve fairness on clean data under partially flipped training sensitive attributes.

Fairness without Demographics: Fairness without demographics has been less studied. Some works
solve this problem by using proxy sensitive features. Grari et al. (2021) propose to approximate
the sensitive attributes with VAE. Yan et al. (2020) propose to use clustering information as an
approximation of sensitive information. However, such methods either require the strong assumption
that the clustering information is correlated with the sensitive information, or are prone to estimation
bias. Besides, such methods cannot generalize to the setting where we expect the classifier to be
unbiased w.r.t. several sensitive attributes. Instead, Hashimoto et al. (2018) consider the worst-
case distribution over a certain group size and propose to achieve fairness through distributionally
robust optimization. Lahoti et al. (2020) propose to reweigh training samples adversarially based on
training loss to maximize the average loss. Similar methods have also been discussed in debiased
learning (Nam et al., 2020; Liu et al., 2021) which employs a biased model to explore and rectify
spurious correlations in training set. Our method follows a similar idea of Min-Max fairness
constraints. However, in contrast to the fully supervised setting, our method requires only a small
labelled validation set.

Contrastive Learning: Learning representations without supervision is a long-standing task, and
among these methods, constrastive learning has become increasingly popular. The main idea of
contrastive learning is to learn a compact representation of input features on hypersphere such that
samples of same labels are as close to each other as possible, while samples of different labels are as
far apart as possible. In this way, the trained contrastive encoder can be readily applied to downstream
classification tasks by only fine-tuning an extra linear layer on a small labelled set. van den Oord et al.
(2018) propose to learn a representation of input features using similarity between different samples
and between augmentations of same sample. Chen et al. (2020) show that a strong augmentation is
crucial to learn a good representation and prevent the network from exploiting naive cues. Chuang
et al. (2020) propose to modify the self-supervised contrastive loss to mitigate the influence of false
negative pairs. Xiao et al. (2020) propose to construct separated embedding spaces, such that each
embedding space is only invariant to certain augmentations. Verma et al. (2021) propose to use
mix-up noise for domain-agnostic augmentation. Tian et al. (2020) prove that optimal augmentations
for contrastive learning should be task-dependent and proposes a semi-supervised method to learn
effective views for a given task. Apart from self-supervised learning, Khosla et al. (2020) propose
two different loss terms to incorporate contrastive loss into a fully supervised learning.

3 Self-Supervised Fair Representation Learning without Demographics

3.1 Background

Let {(xi,yi,ai), 1 ≤ i ≤ N} be the training set, where for the i-th sample, xi is the input
data, yi ∈ {0, 1}c is the one-hot encoding label, and ai ∈ {0, 1}s is the sensitive attribute. Let
h(xi) ∈ [0, 1]c be the output of classifier, then a general fair classification task can be formulated as

argmin
h

1

N

N∑
i=1

Lcls (h(xi),yi) , s.t. ϕ(h) ≤ ϵ,

where Lcls is the classification loss and ϕ(h) is the fairness constraint. For example, ϕ(h) =
max
a

|P(argmax
c′

h(x)c′ = pos)−P(argmax
c′

h(x)c′ = pos|a)| corresponds to fairness constraint

of the demographic parity, where P(argmax
c′

h(x)c′ = pos) is the probability that h classifies data x

to the positive (pos) class. This formulation works when the sensitive information is available in the
training set. However, when such information is not available in the training set, a natural question to
ask is: how should we formulate the fair classification task without the sensitive information? As
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with (Hashimoto et al., 2018) and (Lahoti et al., 2020), we formulate the fairness constraint with
sensitive attributes unknown as the following Max-Min problem: maximizing the minimum utility
U amongst all sensitive groups. If we choose accuracy as the utility metric, such requirement can
be seen as a relaxation of error-based fairness constraints, and the fair classification task without
demographics can be formulated as

argmin
h

argmax
a′

1

|{i|ai = a′}|
∑

i∈{i|ai=a′}

Lcls(h(xi), yi).

And a′ can be either surrogate demographic information or estimated with extra assumptions.

3.2 Contrastive Learning

Contrastive learning aims at learning a balanced representation on the unit hyper sphere of Rd based
on the similarity of input features. Generally, given a training set of size N , during each iteration we
sample a mini-batch of size n from the training set and apply random augmentation on each sample
twice, resulting in a subset {x̃i, 1 ≤ i ≤ 2n}. For tabular data, random augmentation includes
mix-up and adding Gaussian noise, while for image data, random augmentation includes mix-up,
cropping and resizing, cropping, resizing and flipping, color drop, color jitter, rotation, cutout, adding
Gaussian noise, Gaussian blur, and Sobel filtering as used in previous work (Chen et al., 2020). For
augmentations of same sample, we want the query to match its anchor key over all other samples
which are treated as negative. Let fθ be a contrastive encoder network with parameter θ which maps
an input onto the unit hyper-sphere of Rd, subsequently used for classification task. For an anchor x̃,
a common choice of contrastive loss is InfoNCE (van den Oord et al., 2018):

Lctr(x̃i; θ) = − log
exp(sim(fθ(x̃i), fθ(x̃

pos
i ))/τ)∑

j ̸=i exp (sim (fθ(x̃i), fθ(x̃j)) /τ)
(1)

where sim is the cosine similarity metric, τ is the temperature scaling hyper-parameter that controls
the penalties on hard negative samples, xpos is the positive sample, and all samples other than x̃ in
the mini-batch are negative samples. Ideally, we would like to learn a compact representation of
input features such that the embedded features of different labels are pairwise linearly separable. To
determine the decision boundary for classification, a common way is to add one extra linear layer
after the encoder and train the linear layer on a small validation set with the encoder frozen.

3.3 Problem Formulation

We now formulate our problem. Given an unlabelled training set of size N and a small validation
set {

(
xval
j ,yval

j

)
, 1 ≤ j ≤ M} with M ≪ N , denote the augmentated training set (each sample

augmented twice) as {x̃i, 1 ≤ i ≤ 2N}, our goal is to learn a fair embedding via contrastive learning
without observing the sensitive information in either the training or validation set. Inspired by
previous work (Hashimoto et al., 2018), we use Min-Max fairness as the surrogate training objective
in contrastive learning. To be specific, we propose to minimize the top-k average loss (which is a
relaxation of minimizing the max loss) as follows:

l(k, θ) =

[
1

k

2N∑
i=1

[Lctr(x̃i; θ)− λ(k, θ)]+ + λ(k, θ)

]
,

where λ(k, θ) is the k-th largest contrastive loss among {Lctr(x̃i; θ)}2Ni=1. Here a straightforward
way is to directly apply the hinge function on contrastive loss during training. The problem with such
method is that, since we treat all samples other than the reference as negative, we would inevitably
introduce false negative pairs in (1), which makes contrastive loss not representative enough of
downstream classification loss. Besides, when the training datasets are imbalanced w.r.t. label
(Larson et al., 2016; Dua and Graff, 2017), we are more likely to obtain false negative pairs for part
of training samples, exacerbating the sampling bias of contrastive learning. To mitigate such problem,
we instead consider the validation stage and use average top-k validation loss as the training objective.
Let fθ be the contrastive encoder with parameter θ and gω be the linear layer during validation with
parameter ω, our training objective can be formulated as

lval(k, θ, ω) =

1

k

M∑
j=1

[
Lcls

(
gω(fθ(xj)),yj

)
− λval(k, θ, ω)

]
+
+ λval(k, θ, ω)

 , (2)
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where λval(k, θ, ω) is the k-th largest classification loss among validation samples
{Lcls

(
gω(fθ(xj)),yj

)
}Mj=1. As the update of contrastive encoder affects both training and

validation, we want to learn a weight assignment {vi}2Ni=1 for training samples such that by
minimizing the weighted contrastive loss we also minimizes the average top-k validation loss:

θ∗(v) = argmin
θ

1

2N

[
2N∑
i=1

viLctr(x̃i; θ)

]
,

v∗, ω∗ = argmin
v≥0,ω

lval(k, θ∗(v), ω).

(3)

3.4 Weight Approximation

Directly calculating the optimal weight in (3) can be very expensive. In this subsection, we introduce
a surrogate weight based on the gradient similarity between the contrastive loss and the validation
loss.

For the simplicity of notation, we omit the parameters in the losses. That is, at iteration t, we denote
the contrastive loss in (1) as lt,i = Lctr(x̃i; θ) and denote the validation loss in (2) as lval

t .

As the latent representation from the encoder fθ is related with both lt,i and lval
t , we can assign

surrogate of weights v by considering the similarity between the gradients on contrastive loss and
validation loss. We would expect higher weights on training samples whose gradient directions ∇θlt,i
are closer to that of ∇θl

val
t , such that the weighted update of encoder better approximates the expected

update under lval
t . Inspired by Ren et al. (2018), we use a simple approximation of the optimal weight

based on the inner product between gradients:

ut,i =
(
∇θl

val
t

)⊤ ∇θlt,i. (4)

To avoid negative contrastive loss, we apply ReLU function on ut,i and normalize the weights on
each augmented mini-batch {x̃i, 1 ≤ i ≤ 2n} that is sampled from training set:

v̂t,i = max (ut,i, 0) ,

vt,i =
2nv̂t,i∑2n

i′=1 v̂t,i′ + δ
(∑2n

i′=1 v̂t,i′
) , (5)

where δ(r) = 1 ⇐⇒ r = 0, and vt,i is the optimal weight for the i-th training sample at t-iteration

Our method effectively utilizes the gradient information of training validation samples and computes
the similarity between the gradient directions as the surrogate weight. Intuitively, if one training
sample provides similar direction as samples of top-k validation loss, then this training sample
should be upweighted, and otherwise downweighted. In this way, unlike training the encoder only on
validation set, our method tries to approximate a distribution of training set such that the modified
distribution is beneficial to our optimization objective defined in (3).

3.5 Training Algorithm

The gradients in (4) can be easily computed with automatic differentiation. Our training procedure is
as follows: we first pre-train the encoder to minimize the classification loss on the small validation
set following the method by (Khosla et al., 2020). We then use this pre-trained model as initialization
and train the encoder on the training set. During each iteration, we first compute the contrasitve loss
for each sample in the forward pass, and fine-tune the linear layer with encoder frozen to compute
the gradients and weights in (4) and (5), and the encoder is then updated according to the weighted
gradient descent. We summarize the detailed training process in Algorithm 1.
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Algorithm 1 Optimization Algorithm

Pre-train the encoder fθ on the validation set {
(
xval
j , yval

j

)
, 1 ≤ j ≤ M};

for t = 0, 1, . . . , T − 1 do
1. Sample a mini-batch of training samples of size n, apply random augmentation on each
sample twice and get a training set {x̃i, 1 ≤ i ≤ 2n};
2. Calculate contrastive loss {Lctr(x̃i; θ)}2ni=1 as in (1), denote it as {lt,i}2ni=1;
3. Freeze fθ and fine-tune the linear layer gω on validation set;
4. Calculate validation loss lval(k, θ, ω) as in (2), denote it as lval

t ;
5. Update v̂t,i = max

(
(∇θl

v
t )

⊤ ∇θlt,i, 0
)

;

6. Update vt,i =
2nv̂t,i∑2n

i′=1
v̂t,i′+δ(

∑2n
i′=1

v̂t,i′)
, where δ(r) = 1 ⇐⇒ r = 0;

7. Update θt+1 = θt − 1
2n∇θ

∑2n
i=1 vt,ilt,i;

end for

3.6 Convergence Proof

We now discuss the convergence of our algorithm. Although the convergence of SGD has been widely
studied (Gower et al., 2019; Nguyen et al., 2018), the convergence of our algorithm is non-trivial
given that our training algorithm involves two different loss functions and that the validation loss
involves an extra linear layer compared with contrastive loss. We show theoretically that under some
mild conditions, our method converges to the critical point, and the detailed proof can be found in the
Appendix. Before we state the convergence of our algorithm, we first state the assumptions we need
to prove the convergence:
Assumption 3.1. We have the following two assumptions.

A. The partial derivative of validation loss lval with respect to θ is Lipschitz continuous with
constant L, i.e., ∇2

ωθl
val and ∇2

θθl
val are upper-bounded by L.

B. The contrastive loss l has σ-bounded gradients w.r.t. θ.

And we can prove the convergence of our method under bounded learning rates α1 and α2.
Theorem 3.2. Under Assumption 3.1, at iteration t, let the learning rate of contrastive encoder

f satisfies α1,t ⩽
4σ2L

∑
i β

2
t,i

n
∑

i(β2
t,i−2γt,iβt,i)

, and the learning rate of linear classifier satisfies α2,t ≤

min
(

2
L ,

∑
i β

2
t,i

L
∑

i γt,iβt,i

)
, where

γt,i = ∥∇ωl
val
t ∥∥∇θlt,i∥, βt,i =

(
(∇θlt,i)

⊤ ∇θl
val
t

)
,

then the validation loss will monotonically decrease until convergence.

4 Experiments

4.1 Experimental Setup

We validate our model on three benchmark datasets. Details of the datasets are as follows:

• CelebA (Liu et al., 2015): The dataset contains 202,599 face images, each of resolution
178 × 218, with 40 binary attributes. We perform two different tasks on CelebA dataset:
gender classification with age as sensitive attribute, and attractiveness classification with
gender as sensitive attribute.

• Adult (Dua and Graff, 2017) : The dataset contains 65,123 samples with 14 attributes and
one binary label indicating if an individual’s incoming exceeds 50K. For Adult dataset, the
goal is to predict whether an individual’s income exceeds 50K, and the sensitive attributes
are gender and race.

• COMPAS (Larson et al., 2016): The dataset contains 7,215 samples with 11 attributes.
As with previous works on fairness (Zafar et al., 2017), we only select black and white
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individuals in COMPAS dataset, and the modified dataset contains 6,150 samples. For
COMPAS dataset, the goal is to predict whether a defendant reoffends within two years, and
the sensitive attributes are sex and race.

We implement our method in PyTorch 1.10.1 with one NVIDIA RTX-3090 GPU. We use accuracy to
evaluate classification performance, and evaluate fairness using two widespread metrics: disparate
impact (Kamiran and Calders, 2012), equalized odds (Hardt et al., 2016). For our method, we
implement the contrastive encoder using the structure from (Chen et al., 2020) and the linear classifier
using logistic regression. Our method does not require sensitive information in either training or
validation set. Labels are available on validation set, but not on training set. We compare our method
with six related methods:

• Fully supervised baseline: Fully supervised network with same structure as (Chen et al.,
2020) and without fairness constraints. Labels are available on both training and validation
set. The difference between our method and fully supervised baseline is that the fully
supervised baseline are trained with supervised contrastive loss (Khosla et al., 2020) on
training and validation set.

• Contrastive learning baseline: Contrastive learning method (Chen et al., 2020) without
fairness constraints. Labels are only available on validation set. The difference between
our method and contrastive learning baseline is that the baseline does not impose fairness
constraints during training.

• Distributionally robust optimization (DRO): contrastive learning baseline with distribu-
tionally robust optimization (Hashimoto et al., 2018). The difference between our method
and DRO is that DRO is applied on contrastive loss during training and on validation loss
during validation.

• Adversarially reweighted learning (ARL): contrastive learning baseline with adversarially
reweighted learning (Lahoti et al., 2020). The difference between our method and ARL is
that ARL is only applied on validation loss during fine-tune. The adversarial network is
chosen as one linear layer as suggested by the authors (Lahoti et al., 2020).

• Postprocessing: contrastive learning baseline with postprocessing (Hardt et al., 2016). The
fairness constraint is equalized odds. The difference between our method and postprocessing
is that the latter requires sensitive information in the validation set to adjust the classification
threshold w.r.t. the fairness constraint.

• TAC: contrastive learning baseline with TAC (Hwang et al., 2020). The sensitive information
and label are available on both training and validation set. The difference between our
method and TAC is that TAC is applied on fully supervised baseline.

We repeat experiments on each dataset three times and report the average results and in each repetition
we randomly spilt data into 64% training data, 16% validation data and 20% test data. All the
methods evaluated are trained and tested on the same data partitions each time. All hyperparameters
are tuned to find the best validation accuracy. The values of hyperparameter in our method are set by
performing cross-validation on training data in the value range of 0.1 to 10. The hyperparameters for
the comparing methods are tuned as suggested in the original paper (Hardt et al., 2016; Hashimoto
et al., 2018; Hwang et al., 2020).

4.2 Experimental Results

Classification results are shown in Tables 1-6. Compared with other state-of-the-art methods on
fairness without demographics, our method achieves best or comparable performance on all three
datasets regarding both classification accuracy and fairness when we evaluate fairness w.r.t. different
sensitive groups. Unlike DRO or ARL which only applies fairness constraints during either training or
validation, our method effectively applies fairness constraints on classification during self-supervised
training. In this way, our method mitigates the problem that contrastive loss during training might not
be representative enough for downstream classification loss. Besides, since we directly apply weight
to training samples, we are able to directly modify the update of encoder with supervised information,
instead of merely adjusting the update of linear layer during fine-tune.

We also compare our method with conventional fairness methods where the sensitive information is
available. Compared with postprocessing, although our method does not require sensitive information
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Table 1: Results on the COMPAS dataset with sex as sensitive attribute. Postprocessing and TAC
require demographic information. We evaluated Postprocessing and TAC when providing different
demographic information (shown in the parenthesis). Lower Disparate Impact and lower Equalized
Odds shows more fair results.

Methods Accuracy (%) Disparate Equalized
Impact (%) Odds (%)

Methods with Postprocessing (gender) 63.42±0.54 12.31±1.37 10.65±3.91
Correct Demographics TAC (gender) 63.47±0.67 6.42±2.56 5.03±1.32

Methods with Postprocessing (race) 63.03±0.74 17.64±1.91 17.67±2.41
Wrong Demographics TAC (race) 63.82±0.86 16.64±1.07 16.68±2.23

Fully supervised baseline 65.23±0.84 19.17±4.86 20.25±5.19

Methods without Contrastive learning baseline 64.02±0.93 19.23±2.49 20.63±5.39

Demographics DRO 62.21±0.62 18.82±3.48 16.63±3.21
ARL 63.23±0.51 17.62±3.63 15.37±2.73

Our method 63.67±0.55 17.53±1.90 13.34±2.60

Table 2: Results on the COMPAS dataset with race as sensitive attribute.

Methods Accuracy (%) Disparate Equalized
Impact (%) Odds (%)

Methods with Postprocessing (race) 63.03±0.74 15.52±2.47 17.62±3.05
Correct Demographics TAC (race) 63.82±0.86 5.24±2.14 4.73±3.35

Methods with Postprocessing (sex) 63.42±0.54 20.41±1.84 30.32±3.42
Wrong Demographics TAC (sex) 63.47±0.67 19.83±1.59 29.72±3.60

Fully supervised baseline 65.23±0.84 22.32±2.94 38.37±7.23

Methods without Contrastive learning baseline 64.02±0.93 22.23±2.66 38.34±7.38

Demographics DRO 62.21±0.62 21.41±3.89 30.43±2.64
ARL 63.23±0.51 21.37±1.71 29.46±3.53

Our method 63.67±0.55 17.46±3.73 24.43±3.18

Table 3: Results on the Adult dataset with gender as sensitive attribute.

Methods Accuracy (%) Disparate Equalized
Impact (%) Odds (%)

Methods with Postprocessing (gender) 82.21±1.07 13.01±2.48 10.17±2.64
Correct Demographics TAC (gender) 84.12±1.53 12.17±1.97 8.23±3.45

Methods with Postprocessing (race) 82.07±1.21 16.01±2.13 20.21±2.55
Wrong Demographics TAC (race) 83.64±1.68 18.83±3.67 21.44±2.14

Fully supervised baseline 85.53±0.94 19.30±1.43 23.34±2.57

Methods without Contrastive learning baseline 84.11±1.14 19.80±2.36 22.82±2.17

Demographics DRO 81.37±2.26 16.21±1.87 19.43±3.64
ARL 82.31±1.12 15.82±3.69 18.25±2.67

Our method 82.76±0.73 14.81±1.47 17.63±1.64

on validation set, our method still achieves comparable performance. Compared with TAC, although
our method does not require labels on training set or sensitive information on training and validation
set, our method still achieves comparable performance regarding accuracy on all three datasets and
comparable performance regarding disparate impact on Adult and CelebA datasets. Besides, we also
show results when conventional fairness methods are applied with wrong sensitive information. We
observe that when there exists a high correlation between different sensitive groups, even wrong
sensitive information can play as alternative demographics information to help fairness (compared
fairness without demographics methods). However, since the distributional disparity regarding
different sensitive attributes are not identical, as shown in the tables, fairness methods with certain
predefined sensitive information does not always guarantee fairness under another predefined sensitive
groups. On Adult and CelebA dataset, both postprocessing and TAC applied with wrong sensitive
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Table 4: Results on the Adult dataset with race as sensitive attribute.

Methods Accuracy (%) Disparate Equalized
Impact (%) Odds (%)

Methods with Postprocessing (race) 82.07±1.21 13.34±2.14 11.15±3.62
Correct Demographics TAC (race) 83.64±1.68 13.32±2.43 9.14±2.25

Methods with Postprocessing (gender) 82.21±1.73 15.17±1.57 20.21±2.24
Wrong Demographics TAC (gender) 84.12±1.53 14.17±1.59 20.65±3.48

Fully supervised baseline 85.53±0.94 13.84±2.54 22.33±4.69

Methods without Contrastive learning baseline 84.11±1.14 13.81±1.27 22.30±3.69

Demographics DRO 81.37±2.26 13.52±1.67 17.35±2.04
ARL 82.31±1.12 13.34±2.32 16.43±2.45

Our method 82.76±0.73 12.21±1.59 16.46±2.21

Table 5: Results on the CelebA dataset with gender as sensitive attribute and attractive as label.

Methods Accuracy (%) Disparate Equalized
Impact (%) Odds (%)

Methods with Postprocessing (gender) 78.32±0.87 11.24±1.88 8.67±2.34
Correct Demographics TAC (gender) 79.32±0.61 13.21±1.67 10.23±2.96

Methods with Postprocessing (age) 77.43±1.83 14.01±2.56 18.42±1.60
Wrong Demographics TAC (age) 78.82±0.71 17.31±2.68 19.63±2.23

Fully supervised baseline 80.43±1.62 18.62±3.29 22.37±5.82

Methods without Contrastive learning baseline 79.13±0.57 18.21±4.03 20.64±5.45

Demographics DRO 76.38±2.66 15.33±3.09 17.61±4.43
ARL 76.43±1.37 14.44±2.19 16.83±2.76

Our method 77.63±0.79 14.32±1.89 16.17±1.97

Table 6: Results on the CelebA dataset with age as sensitive attribute and gender as label.

Methods Accuracy (%) Disparate Equalized
Impact (%) Odds (%)

Methods with Postprocessing (age) 86.83±0.86 11.17±1.59 8.13±3.03
Correct Demographics TAC (age) 88.12±0.92 9.45±2.09 5.27±2.48

Methods with Postprocessing (smiling) 86.32±0.72 14.01±1.28 12.67±2.15
Wrong Demographics TAC (smiling) 87.76±0.96 14.33±2.93 12.25±1.75

Fully supervised baseline 89.74±0.84 16.75±4.85 14.44±4.80

Methods without Contrastive learning baseline 87.43±0.84 16.25±2.53 14.43±4.93

Demographics DRO 72.43±2.63 15.21±1.73 13.44±2.34
ARL 85.54±0.73 14.67±3.59 12.59±1.34

Our method 86.93±0.72 11.34±2.50 10.82±2.37

information achieve trivial improvement in fairness. In comparison, our method without predefined
sensitive information works better under different sensitive attributes.

4.3 Trade-Off between Fairness and Accuracy

We move on to discuss the fairness-accuracy trade-off with Pareto frontier. Kim et al. (2020) propose
to characterize the trade-offs in group fairness via the fairness-confusion tensor z composed of
eight elements, and the majority of group fairness constraints can be modeled with specific fairness
matrices. By solving the optimization problem of z with model-specific constraints and linear or
quadratic fairness regularization terms, we can obtain a model-specific Pareto frontier indicating the
best fairness-accuracy trade-off any methods could achieve under such classifier, and smaller distance
to the frontier indicates better fairness-accuracy trade-off, and methods lie right on the curve indicates
an ideal classifier. In Fig. 1, the blue curve shows the model-specific frontier, where the model is
chosen as contrastive learning baseline. Compared with DRO and ARL, our method lies closer to the
frontier and achieves better fairness-accuracy trade-off.
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(a) COMPAS (gender) (b) Adult (gender) (c) CelebA (gender)

(d) COMPAS (race) (e) Adult (race) (f) CelebA (age)

Figure 1: Pareto frontier on Adult, CelebA and COMPAS dataset. The MS Pareto Frontier is plotted
by post-processing the contrastive learning baseline.

5 Conclusion

Improving fairness without accessing sensitive attributes has been a challenging task. In this paper, we
propose a fair contrastive learning method with gradient-based reweighing to learn a fair representation
for downstream classification tasks. We consider a semi-supervised setting where a small validation
set is available, and use top-k average loss as surrogate fairness constraints. We assign weight based
on gradient similarity to apply information of validation loss during self-supervised training. We
theoretically prove the convergence of our method, and we show from experiments that our method
improves fairness with relatively small sacrifice in classification accuracy across multiple datasets.
Future directions of interest includes robustness of our method to noisy validation set, and alternative
ways of sampling validation set to further improve fairness.

Acknowledgements

This work was partially supported by the EMBRIO Institute, contract #2120200, a National Science
Foundation (NSF) Biology Integration Institute, Purdue’s Elmore ECE Emerging Frontiers Center,
and NSF IIS #1955890, IIS #2146091.

References
Adel, T., Valera, I., Ghahramani, Z., and Weller, A. (2019). One-network adversarial fairness. In

Proceedings of the AAAI Conference on Artificial Intelligence, volume 33, pages 2412–2420.

Bahng, H., Chun, S., Yun, S., Choo, J., and Oh, S. J. (2020). Learning de-biased representations with
biased representations. In International Conference on Machine Learning, pages 528–539. PMLR.

Calmon, F., Wei, D., Vinzamuri, B., Ramamurthy, K. N., and Varshney, K. R. (2017). Optimized
pre-processing for discrimination prevention. In Advances in Neural Information Processing
Systems, pages 3992–4001.

Chai, J. and Wang, X. (2022). Fairness with adaptive weights. In International Conference on
Machine Learning, pages 2853–2866. PMLR.

Chen, T., Kornblith, S., Norouzi, M., and Hinton, G. (2020). A simple framework for contrastive
learning of visual representations. In International Conference on Machine Learning, pages
1597–1607. PMLR.

10



Chuang, C.-Y., Robinson, J., Yen-Chen, L., Torralba, A., and Jegelka, S. (2020). Debiased contrastive
learning. arXiv preprint arXiv:2007.00224.

Creager, E., Madras, D., Jacobsen, J.-H., Weis, M., Swersky, K., Pitassi, T., and Zemel, R. (2019).
Flexibly fair representation learning by disentanglement. In International Conference on Machine
Learning, pages 1436–1445. PMLR.

Dua, D. and Graff, C. (2017). UCI machine learning repository.

Feldman, M., Friedler, S. A., Moeller, J., Scheidegger, C., and Venkatasubramanian, S. (2015).
Certifying and removing disparate impact. In proceedings of the 21th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, pages 259–268.

Gower, R. M., Loizou, N., Qian, X., Sailanbayev, A., Shulgin, E., and Richtárik, P. (2019). Sgd:
General analysis and improved rates. In International Conference on Machine Learning, pages
5200–5209. PMLR.

Grari, V., Lamprier, S., and Detyniecki, M. (2021). Fairness without the sensitive attribute via causal
variational autoencoder. arXiv preprint arXiv:2109.04999.

Gupta, M., Cotter, A., Fard, M. M., and Wang, S. (2018). Proxy fairness. arXiv preprint
arXiv:1806.11212.

Hajian, S. and Domingo-Ferrer, J. (2012). A methodology for direct and indirect discrimination
prevention in data mining. IEEE Transactions on Knowledge and Data Engineering, 25(7):1445–
1459.

Hardt, M., Price, E., and Srebro, N. (2016). Equality of opportunity in supervised learning. Advances
in Neural Information Processing Systems, 29:3315–3323.

Hashimoto, T., Srivastava, M., Namkoong, H., and Liang, P. (2018). Fairness without demographics in
repeated loss minimization. In International Conference on Machine Learning, pages 1929–1938.
PMLR.

Hendricks, L. A., Burns, K., Saenko, K., Darrell, T., and Rohrbach, A. (2018). Women also
snowboard: Overcoming bias in captioning models. In European Conference on Computer Vision,
pages 793–811.

Hwang, S., Park, S., Lee, P., Jeon, S., Kim, D., and Byun, H. (2020). Exploiting transferable
knowledge for fairness-aware image classification. In Proceedings of the Asian Conference on
Computer Vision.

Ilvento, C. (2019). Metric learning for individual fairness. arXiv preprint arXiv:1906.00250.

Jang, T., Shi, P., and Wang, X. (2022). Group-aware threshold adaptation for fair classification. In
Proceedings of the AAAI Conference on Artificial Intelligence, volume 36, pages 6988–6995.

Jang, T., Zheng, F., and Wang, X. (2021). Constructing a fair classifier with generated fair data. In
Proceedings of the AAAI Conference on Artificial Intelligence, volume 35, pages 7908–7916.

Jiang, H. and Nachum, O. (2020). Identifying and correcting label bias in machine learning. In
International Conference on Artificial Intelligence and Statistics, pages 702–712. PMLR.

Kamiran, F. and Calders, T. (2012). Data preprocessing techniques for classification without discrim-
ination. Knowledge and Information Systems, 33(1):1–33.

Khosla, P., Teterwak, P., Wang, C., Sarna, A., Tian, Y., Isola, P., Maschinot, A., Liu, C., and Krishnan,
D. (2020). Supervised contrastive learning. arXiv preprint arXiv:2004.11362.

Kim, B., Kim, H., Kim, K., Kim, S., and Kim, J. (2019). Learning not to learn: Training deep neural
networks with biased data. In Proceedings of the IEEE conference on Computer Vision and Pattern
Recognition, pages 9012–9020.

Kim, J. S., Chen, J., and Talwalkar, A. (2020). Fact: A diagnostic for group fairness trade-offs. In
International Conference on Machine Learning, pages 5264–5274. PMLR.

11



Kleinberg, J., Mullainathan, S., and Raghavan, M. (2016). Inherent trade-offs in the fair determination
of risk scores. arXiv preprint arXiv:1609.05807.

Krasanakis, E., Spyromitros-Xioufis, E., Papadopoulos, S., and Kompatsiaris, Y. (2018). Adaptive
sensitive reweighting to mitigate bias in fairness-aware classification. In Proceedings of the 2018
World Wide Web conference, pages 853–862.

Lahoti, P., Beutel, A., Chen, J., Lee, K., Prost, F., Thain, N., Wang, X., and Chi, E. H. (2020). Fairness
without demographics through adversarially reweighted learning. arXiv preprint arXiv:2006.13114.

Lamy, A., Zhong, Z., Menon, A. K., and Verma, N. (2019). Noise-tolerant fair classification.
Advances in Neural Information Processing Systems, 32.

Larson, J., Mattu, S., Kirchner, L., and Angwin, J. (2016). Compas analysis. GitHub, available at:
https://github. com/propublica/compas-analysis.

Liu, E. Z., Haghgoo, B., Chen, A. S., Raghunathan, A., Koh, P. W., Sagawa, S., Liang, P., and Finn,
C. (2021). Just train twice: Improving group robustness without training group information. In
International Conference on Machine Learning, pages 6781–6792. PMLR.

Liu, Z., Luo, P., Wang, X., and Tang, X. (2015). Deep learning face attributes in the wild. In
Proceedings of International Conference on Computer Vision (ICCV).

Mukherjee, D., Yurochkin, M., Banerjee, M., and Sun, Y. (2020). Two simple ways to learn individual
fairness metrics from data. In International Conference on Machine Learning, pages 7097–7107.
PMLR.

Nam, J., Cha, H., Ahn, S., Lee, J., and Shin, J. (2020). Learning from failure: De-biasing classifier
from biased classifier. Advances in Neural Information Processing Systems, 33:20673–20684.

Nguyen, L., Nguyen, P. H., Dijk, M., Richtárik, P., Scheinberg, K., and Takác, M. (2018). Sgd and
hogwild! convergence without the bounded gradients assumption. In International Conference on
Machine Learning, pages 3750–3758. PMLR.

Ntoutsi, E., Fafalios, P., Gadiraju, U., Iosifidis, V., Nejdl, W., Vidal, M.-E., Ruggieri, S., Turini,
F., Papadopoulos, S., Krasanakis, E., et al. (2020). Bias in data-driven artificial intelligence
systems—an introductory survey. Wiley Interdisciplinary Reviews: Data Mining and Knowledge
Discovery, 10(3):e1356.

Petersen, F., Mukherjee, D., Sun, Y., and Yurochkin, M. (2021). Post-processing for individual
fairness. Advances in Neural Information Processing Systems, 34.

Ren, M., Zeng, W., Yang, B., and Urtasun, R. (2018). Learning to reweight examples for robust deep
learning. In International Conference on Machine Learning, pages 4334–4343. PMLR.

Sattigeri, P., Hoffman, S. C., Chenthamarakshan, V., and Varshney, K. R. (2018). Fairness gan. arXiv
preprint arXiv:1805.09910.

Sharifi-Malvajerdi, S., Kearns, M., and Roth, A. (2019). Average individual fairness: Algorithms,
generalization and experiments. Advances in Neural Information Processing Systems, 32:8242–
8251.

Tian, Y., Sun, C., Poole, B., Krishnan, D., Schmid, C., and Isola, P. (2020). What makes for good
views for contrastive learning? arXiv preprint arXiv:2005.10243.

van den Oord, A., Li, Y., and Vinyals, O. (2018). Representation learning with contrastive predictive
coding. arXiv preprint arXiv:1807.03748.

Verma, V., Luong, T., Kawaguchi, K., Pham, H., and Le, Q. (2021). Towards domain-agnostic
contrastive learning. In International Conference on Machine Learning, pages 10530–10541.
PMLR.

Voigt, P. and Von dem Bussche, A. (2017). The eu general data protection regulation (gdpr). A
Practical Guide, 1st Ed., Cham: Springer International Publishing, 10(3152676):10–5555.

12



Wang, S., Guo, W., Narasimhan, H., Cotter, A., Gupta, M., and Jordan, M. (2020). Robust optimiza-
tion for fairness with noisy protected groups. Advances in Neural Information Processing Systems,
33:5190–5203.

Xiao, T., Wang, X., Efros, A. A., and Darrell, T. (2020). What should not be contrastive in contrastive
learning. arXiv preprint arXiv:2008.05659.

Yan, S., Kao, H.-t., and Ferrara, E. (2020). Fair class balancing: enhancing model fairness without
observing sensitive attributes. In Proceedings of the 29th ACM International Conference on
Information & Knowledge Management, pages 1715–1724.

Zafar, M. B., Valera, I., Rogriguez, M. G., and Gummadi, K. P. (2017). Fairness constraints:
Mechanisms for fair classification. In Artificial Intelligence and Statistics, pages 962–970. PMLR.

13



Checklist

1. For all authors...
(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s

contributions and scope? [Yes]
(b) Did you describe the limitations of your work? [Yes]
(c) Did you discuss any potential negative societal impacts of your work? [N/A]
(d) Have you read the ethics review guidelines and ensured that your paper conforms to

them? [Yes]
2. If you are including theoretical results...

(a) Did you state the full set of assumptions of all theoretical results? [Yes]
(b) Did you include complete proofs of all theoretical results? [Yes]

3. If you ran experiments...
(a) Did you include the code, data, and instructions needed to reproduce the main experi-

mental results (either in the supplemental material or as a URL)? [Yes]
(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they

were chosen)? [Yes]
(c) Did you report error bars (e.g., with respect to the random seed after running experi-

ments multiple times)? [Yes]
(d) Did you include the total amount of compute and the type of resources used (e.g., type

of GPUs, internal cluster, or cloud provider)? [Yes]
4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...

(a) If your work uses existing assets, did you cite the creators? [Yes]
(b) Did you mention the license of the assets? [Yes]
(c) Did you include any new assets either in the supplemental material or as a URL? [N/A]

(d) Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? [N/A]

(e) Did you discuss whether the data you are using/curating contains personally identifiable
information or offensive content? [N/A]

5. If you used crowdsourcing or conducted research with human subjects...
(a) Did you include the full text of instructions given to participants and screenshots, if

applicable? [N/A]
(b) Did you describe any potential participant risks, with links to Institutional Review

Board (IRB) approvals, if applicable? [N/A]
(c) Did you include the estimated hourly wage paid to participants and the total amount

spent on participant compensation? [N/A]

14


	Introduction
	Related Work
	Self-Supervised Fair Representation Learning without Demographics
	Background
	Contrastive Learning
	Problem Formulation
	Weight Approximation
	Training Algorithm
	Convergence Proof

	Experiments
	Experimental Setup
	Experimental Results
	Trade-Off between Fairness and Accuracy

	Conclusion

