Appendix

The Appendix is organized as follows. In Section [A, we further discuss the geometry of bias
estimation, and provide additional results on the constants ., and x(A). Then, we provide in Section
a detailed version of the FAIR PHASED ELIMINATION algorithm [3| In Section[C| we prove the
main results of this paper. Finally, in Section[D, we discuss the extension of the biaised linear bandits
to more than 2 groups.

A On the geometry of bias estimation

We begin in Section|A.1|by highlighting the relationship of the constant «, with the problem of €4 1-
optimal design. Then, in Section we show that the geometrical constant «, can be expressed
in terms of separation of the two groups. In Section[A.3]and Section we relate . to classical
geometrical measures of the difficulty of a set of actions such as the condition.ing number and the
worst-case alignment constant of [20]]. In Section[A.5] we show that ., is equivalent to the variance
of the optimal design for estimation the bias against the worst parameter 0*. In Section |A.6| we
provide further results on x(A), the A-optimal regret for estimation the bias with variance 1 when
the gap vector is A. Finally, in Section[A.7] we propose guidance for computing the G-optimal and
A-optimal designs.

A.1 Bias estimation as a eq 1-optimal design problem

Recall that x. is the minimal variance of the bias estimator related to the problem of e4 ;-optimal
design.

ed+1-optimal design Optimal design theory addresses the following problem: a scientist must
design a set of n experiments {z1,...,2,} € X™ so as to estimate at best a parameter of interest,
where each experiment z € X’ corresponds to a point a, € R+, The aim of the scientist is to
choose a design, i.e. a function p : X — N indicating the budget p(z) to be allocated to each
experiment 2 € X. Each experiment x is then repeated exactly p(z) times, and the corresponding
observations ¥y 1, .-, Y (x) are collected for each w € X'. The law of the observations corresponding
to experiment x at point a,, is given by

Yz,i = QIH* + gm,ia

where &, ; ~ N(0,1) are independent noise terms, and #* € R+ is an unknown parameter. The
aim of the scientist is to choose the design p so as to best eptirnafe (some features of) the parameter
¢, under a constraint on the total number of experiments ~_ _, p(z) < n for some n € N.

Different criteria can be used to characterize the optimality of a design p. For example, one may need
to estimate the full parameter 6%, in order to predict the outcomes of the experiments z € X with a
small uniform error: this leads to the G-optimal design problem (2). Alternatively, for ¢ a vector in
R+, one may aim ing the best design 1 € A" for estimating the scalar product ¢ " 6* under

a budget constraint w(x) < n, where N¥ = {1 : X — N}. This problem is known as c-optimal
reX

design. Unbiased linear estimation of ¢ is possible only when ¢ belongs to the image of V' (1),
and in this case the best linear unbiased estimator of the scalar product ¢ #* is given by ¢ b.~+here
d-id the least-square estimator defined as

Ta*

— -
' T E— —
vt e B oy Ddor V()= ple)asa). (5)
TEX i<p(z) zeEX

The variance of the estimator ¢! @-islthen equal to ¢V (u)*e.

Exact c-optimal des s at choosing the allocation ;. € A’ minimizing the variance of ¢ 4—]
for a given budget | ,u:x) < n, under the constraint that ¢ € Range(V (u)). Let us define the
normalized design 7 : © € X — p(x)/n, and let us underline that 7 defines a probability on X. The

variance of ¢ sl then equal to n~tc" V()T c. In the limit n — oo, the problem is equivalent to
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the problem of approximate c-optimal design (sometimes simply referred to as c-optimal design),
that aims at finding a probability measure 7 € P:¥ := {7 € P* : ¢ € Range(V (r))} solution to
the following problem

min ¢' V(m)Te. (c-optimal design)
TePX

Note that when {a, : z € X'} spans R4*!, for any ¢ € R9*!, there exists a design 7 such that
¢ € Range(V (7)), and hence the c-optimal design problem admits a solution.

Computation ofthe-¢q.,1-optimal design Finding an exact optimal allocation ;. € N- * under the
constraint that . pu(z) < n is unfortunately NP-complete. However, finding an approximate

optimal design 7 € P2 can be done in polynomial time [41]]. Several algorithms, including
multiplicative algorithms [[13]] and a simplex method of linear programming [17], have been proposed
to iteratively approximate the optimal design. More recently, [32] suggested using screening tests to
remove inessential points to accelerate optimization algorithms.

Classical results from e, 1-optimal design show that there exists a c-optimal design supported by at
most d + 1 points (see, e.g., [30}[17] for a proof of this result). The following Lemma indicates how
to obtain an exact design by rounding an approximate design supported by at most d 4 1 points.

Lemma 3. Forany 7 € M2*  and any m > 0, the estimator e(—; +16)M:L]‘0mputed from the design p :

€d+1
@ — [mm(x)] is an unbiased estimator of e, 6 and it has a variance at most m™"e , V(7)Teqs1.
Obviously, similar results also hold for G-optimal design.

Lemma 4. Let 7 be a solution of the G-optimal design problem Q). Then, for any m > 0 and any

x € X, the estimator aléﬁomputed from the design p : x — [mn(z)] is an unbiased estimator of
the evaluation al 0, and it has a variance

aj V() Ta, <m ™ Y(d+1).

A.2 Interpretation of x, in terms of separation of the groups

Next theorem, due to Elfving, characterizes solutions to the c-optimal design problem.

Theorem 5 ([10]). Let S = convex hull {+a,, —a, : © € X'} be the Elfving’s set of {a, : x € X'} C
R and let OS denote the boundary of S. A design © € P is c-optimal for ¢ € R+ if and only
if there exists ¢ € {—1,+1}* and t > 0 such that

L 1

tc = m(x)(ga, € 0S.

zeX

Moreover, t=2 = ¢ (V(n))" ¢ is value of the c-optimal design problem.

Elfving’s characterization of the e4 -optimal design allows us to derive the following equivalent
characterization of ..

1
Lemma 5. k., = max
uwER! max,ey (vTu + 2;)

3-

Lemma 1] follows from the characterization in Lemma[5] When . > 1, the vector @ defined as

L > is a normal vector of the separating hyperplane H in Figure II

u = argmaxueRd m

Moreover, as shown in the proof of Lemma the margin is in this case equal to 1 — K L/ ?, while the

maximum distance of all points to the hyperplane is 1 + 1/2

Application to the action set A of Lemma [10 To provide the reader with intuition on k.,

ma@e l‘[@ thq:ﬁt_—lof actm @d to derive the lower bound in The@mﬂ_@ Let A =

Zn s s Z"’i‘:*jl wherei?i =e; H+1, for ZEEI {2,...,1d/2]}, Z”i“ = e — ed+1
fori e {|d/2] +1,...,d}, and zﬁd(:l =— 1- \/WH €1 — eq4+1. We show in Lemmathat

the minimal variance for estimating the bias on A4 is indeed k..
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x, = (0, 1) x,+1

I

1, 0)
H Z1 1

Figure 2: Illustration of Lemma on the action set A described above for d = 2.

The set of actions A spans R%*+1, however it is eapy{o sqe-thgtopfy—§1 and x4 can be used to

estimate the bias. On the one hand, when x = 1, :d 1 = _01 , so the bias can be evaluated
Xd+1

Just by samplifg 2 g7 In the otfesj hang, in the limit where s, — oo, the problems becomes more
difficult as de *1 tends to — le . In the limit k, = oo, it is impossible to distinguish between
Xd+1 X1

the contribution of 7" e; and w in the evaluations of actions 1 and d 4 1: the problem becomes not
identifiable. We represent this setting for an intermediate value of «, in Figure[2] We also represent
the separating hyperplane, margin m and distance M of Lemmal[l]

A.3 Comparison to the conditioning number

By contrast to classical complexity measures such as conditioning numbers that give equal weight to
all observations, optimal design gives flexibility to choose d + 1 best actions to estimate the bias, and
therefore allows for sharper bounds.

Indeed, by definition of k.,
K < €1V (m") T eqrt,

where 7% is the uniform measure giving the same weight 1/k to all actions. Now, V (7*) is the
classical covariance matrix associated with the design points a,, € A, so the condition number C N
of this design is given by

Amax (V(Wu))
)‘min(v(ﬂu)) .

We see that eq 1V (7%) T eqgr1 < Amin(V (7)) ~1. When the actions a,, are bounded (for example
|laz|| < M), this implies that x,, < CN/M.

We provide an example showing that ., can be much smaller than the conditioning number. Consider
the following example in dimension d = 2 with k& > 4 actions, where x; = (1,0) and x2 = (—1,0

belong to group 1, and 3, ..., ), are identical, equal to (0,1), and in group —1. Then, Lemmaﬁ
shows that the minimal variance for estimating the bias is indeed 1, and that the optimal design puts
equal mass on x; and x5. On the other hand, straightforward computations show that the conditioning

. . 14+ (k—2)% P /14 (k—2)8 2 . .
number of the covariance matrix is +(h=2)" 4y 14(k2) . Thus, on this example, CN/k, is of
14+ (k—2)8 1 —/1+(k—2)8 2

CN =

order k.

A.4 Comparison to the worst-case alignment constant

Lemmal(5 also allows us to compare the bound in Theorem [T with previous results on linear bandit
with partial monitoring, expressed in terms of the worst-case alignment constant.
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Previous work on linear bandit with partial linear monitoring measures the difficulty of the bandit
game using the worst-case alignment constant o, defined as

max; gsex((z — ') Tu)?

@ = Imax
uweR! maxgex(z,x T u+ 1)2
The following Lemma shows that this constant is essentially equivalent to the minimal variance of
the bias estimator «,.

Lemma 6. =% < a < 16k..

On the one hand, Lemma [6|shows that ., and « are essentially equivalent. In particular, Theorem 3|
implies that the large T regret is of order o'/3 log(T)l/ 372/3_ This improves over previous known
rates, obtained in [20], by a factor d'/? log(T')*/6 (log(kT)/ log(T))'/2.

On the other hand, as underlined, the constant «, appears when considering the well-studied problem
of c-optimal design. Therefore, classical results and algorithms for optimal design can be used to
characterize and compute this constant.

A.5 Optimal bias estimation against the worst parameter

The constant k. also appears naturally when considering the related problem of optimal bias estima-
tion against the worst parameter.

Regret of e, 1-optimal design Recall that .. denotes the minimal variance of the bias estimator,
i.e. the value of the solution of the ey -optimal design problem

Ky = mixn 6}_,_1 (V(7T))+ €d+1
ed+1

The e4.1-optimal design can be equivalently defined as the solution of the problem
d+1-0p g I:Iq y p

X
€d+1

minimize  p(x) such that y € M and e, V() Teqr1 < ke (6)
TEX

The characterization given in Equation (6) underlines that the e, 1-optimal design provides (up to

discretization issues) the minimal number of samples required for estimating w* with a variance k..

Let us denote by p* the optimal desiﬁn for estimating w™* with a variance 1, defined as

*

p* = argmin  p(z) suchthatp € M;Ydﬂ and e, V(p)Teqrr < 1.
B ozex

. 1
Note that from the definition of k., we have  p*(2) = k..

A first (naive) approach to obtain an estimate of the bias parameter w* with precision level € > 0
would consist in sampling actions according to e ~2u*, rounded according to the procedure defined in
Lemma E Let us denote by A, the gap A, = max,%x(z' — x)Tv* between the (non-observed)
reward of the best action and the reward of the action x. The regret corresponding to this estimation

phase would then be  —

zeX

which can be as large as .2 max, A,. Interestingly, we show that the regret corresponding to the
eq+1-optimal design is equivalent (up to a small multiplicative constant) to the minimax regret.

Optimal worst-case estimation The minimax regret corresponds to the regret of the best sampling
scheme against the worst admissible parameter . Note that, for a given design p, this worst-case
regret is given by  —

’ T

e ) )T,
1

where we recall that C(X) = v € R :Vz € X, |z "] <1 is the set of admissible parameters. To
achieve the lowest regret against the worst parameter, we must use the minimax optimal design [
solution to the problem

A= argmin  max (x) (2’ — x) Ty such that p € ME  and e V() Tears < 1.
po EXAEC(X) d+
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Lemma [2|underlines that the regret corresponding to the ey 1-optimal design is no larger than twice
the minimax regret.

A.6 Additionnal results the A-optimal design

Recall that for a vector of gaps A = (A,) w2 denotes the A-optimal design, defined as the

solution of the following problem

TeEX?

1
p® = argmin  pu(z)A, suchthat e ./\/liz+1 and e V() eqr1 < 1. (A-optimal design)
B zex

If we knew the gaps A, we could sample the actions according to the A-optimal design ;*, and pay
the regret € 2k (A) (up to rounding error) for estimating w* with an error smaller than e, where

Lemma 7. [fv* € C(X), then k(A) < 2k,

Proof. Be definition of C(X), for all v* € C(X), all 2, 2" € X, we have
(—a') Ty <z Tyt + 2Ty < 2.

Then,
L 1
K(A) < QmJn w(x) suchthat u € Mfdﬂ and e, V() Teqr < 1.
TEX

Let u, be the solution of the ey 1-optimal design problem
ed+1 °

minimize ey, | V(1) eq41 such that y € P
n

By definition of ., we see that e,V (t.)Teq1 = k.. This implies that the measure ., Xy,

verifies the constraints e,V (k. X p15) Tegr1 < 1and kyp, € M . Thus,
L 1
K(A) < 2 Kepte(T) = 2K,
reX

On the regret x(A) The function « verifies the following properties.

Lemma 8. For two vectors of gaps A, A, denote by A N A’ (respectively AV A') the vector of gaps
given by (ANA"), = Ay N Al (respectively (AV A'), = A, V AL) for all x € X. Moreover,
denote A < A" if A, < A/, forall x € X. Then, the following properties hold :

i) forall ¢ > 0, k(cA) = ck(A);
i) if A < A/, then k(A) < K(A');
i) K(AVA") > k(A) V K(A);

iv) the function € — k(A V €) is continuous at 0.

A.7 Computation of G- and A-optimal design

Computing the optimal design is a convex problem, for which many algorithms have been proposed.
The first method to compute G-optimal design is due to [12] and [44]; later, [39] proposed a
multiplicative weight update algorithm. More recently, [40] suggested to use a Semi-Definite
Programming approach to solve the G-optimal design problem. Linear programming was used in
[L7] to compute c-optimal design, while [34] studied a SDP formulation of this problem. Reducing
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the G-optimal problem to a Mixed-Integer, Second Order Cone Programming, [37] proposed a new
algorithm based on interior point methods. We refer the interested reader to the review in [36].

In practice, one can rely on the R package OptimalDesign or the Python Package PICOS [38] to
compute G- and c-optimal design.

The following Lemma allows us to reduce the problem of finding a A-optimal design to that of a
c-optimal design for some rescaled features.

Lemma9—For gryyyeefor A ﬁ, +00)¥, let T be the ey, 1-optimal design relative to the set
AB = A;l/Q Zgi cx€X andlet KA = €;+1V(7TA)+6’(1+1 be the eqy1-optimal variance
relative to A®. Then, the A-optimal design ;1> is given by > (z) = k272 (2) A7 forall v € X.
In addition, the support of u> can be chosen to be of cardinnality at most d + 1.

Thus, Lemma [9] shows that to compute the A-optimal design, one should follow these steps :

1. Compute the rescaled features AR

2. Com the ed+1—0ptimﬁbdesign 72 on A®, as well as the variance term x°
!
T T (), T .
€d+1 zeX ~A, %28y €d+1s

3. Compute the A-optimal design 2 given by 2 (z) = k272 (2)A; ! forall z € X.

B Detailed Fair Phased Elimination algorithm

We present the notations used in Algorithm E The phases are indexed by [ € N*. The sets Xl(z)
for z € {—1,+1} corresponds to actions in group z that are considered as potentially optimal in

phase [. The variable ncodes the group determined as optimal: it is O as long as this group has
not been determined. The subscript (z) refer to the group z when z € {—1,+1}, and otherwise

to the estimation of the bias w*: for example, the probability 7Tl(z) forz € {—-1,+1} and! > 1
corresponds to the approximate G-optimal design on Xl(z). Then, for z € {—1,+1}, allocations
p®) (resp. 1(9) correspond to allocation of samples in the exploratim%e@l(z) (resp. Expl(o)).

Similarly, Vi(z) (resp VZ(O)) denotes the variance matrix of the estimator e (resp. azﬁﬁ? ) obtained

from observations made during phase Exp,@ (resp. Expl(o)). Finally, Explorel(z) (resp. Explorel(o))
is a Boolean variable indicating whether the exploration at phase [ for group z (resp. for the bias
parameter) has been performed. It is used in the proofs to ensure that the corresponding estimators

are well defined.
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Algorithm 4 Fair Phased Elimination (detailed version)

1: Input: 6, T, k = | X|

2: Initialize: Recovery < (), ¢ < 0,1« 1 0,

3: Xl(H) —A{x:z, =1}, Xl(fl) —{r:z,=—1}, ALl 2forz e X
4: while ¢t < T do
5
6

Initialize: ¢; « 227!, 4], « AT Explorel(z) < False for z € {—1,0,+1}

for z € {—1,+1} sueh-that z # 70 > G-optimal Exploration and Efimipation
(2)
7: 7Tl(z) + argmin max alV(m)ta, : 7€ 73;('(1) , |supp(m)| < (UZLQ(CH'Q)
reXx'’ I
2(d+1) <Z;< ) i
8: ,ul(z)(a:) — Z—= log ((;r ) forallz € Xl(z)
I
9: nl(z) — ul!z)(x), Expl(z) — t+ 1., TA(E+ nl(z))
vex®
10: if t +n\*) < T then
11: Explorel(z) ¢ True, choose each actipn %(2) exactly ,ul(z)(x) times
12: V(z) — (z) Q al — V(z) (2) Y@
: l e o Qs Ul l tEExp, t|—1_4—|
13: Xl(_i)l +— =x€ Xl(z) FINAX g (2) (ag%— aw)T %ﬁ < 3¢
14: else for t € Expl(z), sample empirical best action in Xl(z)
15: tt+n
16: if 0 then
17: computﬂe ptimal ign /i dnd the corresponding regret m(
18: if e, < r(ADog(T)/T then > Recovery phase
19: Recovery « {t,...,T}
20: sample empirical best action in & ;_:11) U Xl(_pl until the end of the budget, ¢t < T’
21: else | 1 [OO > ptimal Exploration and Elimination
22: ,ul(o)(:c) — 2 eg w forallz € X
—J 1
23: nl(o) — (), Expl(o) — t. TN+ nl(o))
TEX
24: if t +n\”) < 7T then
25: Explorel(o) + True, choose each action x exactly u(o) (x) times
. PSR m— g e Efo) By
26: Vvl — tGExpfo) Ay Ay, — €d+1 ‘/l tEExpl(D) Yt Qg
27: forz € XV U do
28: i — b — a6 -
29: Efch — mano/EXl(isll) U‘X‘I(ﬂ M%— m +4e N2
30: for z€ {—1,+1} do
31: if max 107} — 2¢ > max 1] + 2¢ then 2, 2
zE‘XI(fl) ;CE.X'I(flz)
32: else sample empirical best action in Xl(J:ll) U ‘Xl(i)l until the end of the budget, ¢t < T'
33: tet+n

34: l+1+1
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C Proofs

Before proving the main results our this paper, we begin by outlining in Section [C.T the main ideas
used to obtain upper and lower bounds on the regret. Then, Theorem [T/ is proved in Section [C.2]
Theorem[2 is proved in Section Theorem 3 is proved in Section[C.4, and Theorem 4 is proved
in Section|C.5| Extension of Theorem4 to d = 2 and d = 3 is discussed in Section|C.6| Finally,
auxiliary lemmas are proved in Appendix [C.7.

For an event F such that P (F) > 0, we denote by E|» (resp. PPr) the expectation (resp. the
probability) conditionally on F.

C.1 Outline of the proofs
C.1.1 Outline of the proof of TheoremT]

The proof of Theorem [T|can be found in Appendix [C.2. We outline here the keys ingredients to this
proofs. We begin by introducing some notations.
1/3

Notations We denote by Ly the largest integer [ such that ¢, > /T~ /3 1og(T)'/3. We denote by

L) the last phase where ptimal Exploration and Elimination happens. We denote by Expl(z)

the time indices where G-exploration is performed on Xl(z) and by Expl(o) the time indices where
A-exploration is performed at phase [. We also denote by Recovery the time indices subsequent to
the stopping criterion, this set being empty when the stoi)ping criterion is not activated.

We define a "good" event F such that the errors [@ 6* — nd |w* — dif_gf | are smaller than ¢;

for all [ such that these quantities are defined, and all x € X l(_l) and X, l(+1). In the following, we use
¢, ¢’ to denote positive absolute constants, which may vary from line to line. With these notations, we
decompose the regret as follows :

I:]I | | 11 1 - -
C 11
Ry < 2TP(F)+Ezx (" —z) v* + E=x (x* —z) 7
lléfT ze{—1,+1}t€EléFflil) - l|§|L(0) teExp?” - -
RS RY
. T 7
I 11 11 1 T 1 T
+E = (@ —x) 7"+ (" —z¢) "
I>Lt +1Z€{_1’+1}tEExp(Z) tERecovery
| I—I—I—I I:I

R[]@ec

Bound on TP (F). Using arguments based on concentration of Gaussian variables, we show that
P(F) <271

Bound on R$. We show that on F, only actions with gaps smaller than ce; remain in the sets

Xl(fl) and Xl(+1). The length of each G-optimal Exploration and Elimination phase is of the order
dlog(kIT)/€?, so the regret of each phase is of the order dlog(kIT')/e;. Summing over the different
phases, we find that

RS < cdlog(kLyT)/er, . (7)
Using the definition of Ly, we find that RS < cdlog(kLyT)rky */* log(T)~/3T/3,

Bound on R%. ‘We show that on F, A for all [ > 1. Then, our choice of design ul(o) ensures
that for I < L9, on F, - -
L1 Tog(I(l +1)T
(z" —z) 7v* <c Mﬂ(@—kd—l—l
1

t eExpfO)
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for some constant ¢ > 0. Summing over the different phases, we find that
R% < cn(AF )10g(LOT) /2 . ®)

Now, the algorithm does not enter the Recovery phase before phase L(°) + 1, so we must have
72 < T*31og(T)~*/3k(AY )=2/3. This implies that RS < cx(AIY )1/310g(T)1/3T%/3,
Since r(AD) < 2k, we find that RS < /ki/* log(T)'/3T%/3,

(-1 (+1 for

Bound on RE*¢. On the one hand, the actions selected during the Phases Exp and Exp,

| > Ly + 1 are sub-optimal by a gap at most cer,, on the event F. On the other hand, if the algorithm
enters the Recovery phase at a phase [, then

€ < KJ(@O) WBT=13 0g(T)/? < K/ P13 log(T))'/3,

so we must have [ = L(®) + 1 > Ly + 1. Therefore, all actions selected during the Recovery phase
are sub-optimal by a gap at most cey,, . Then, R%¢ can be bounded as RF*¢ < cey, T This implies

in particular that RFec < ri? log(T)'/3T2/3,

When T > T, . for some T}, 4 1 large enough, we find that Ry < /3 log(T)'/3T2/3,

C.1.2 Outline of the Proof of Theorem

The proof of Theorem 2 is close to that of Theorem|[I, and we adopt the same notations as in the
proof sketch above.

Notations We denote by L(°) the last phase where ptimal Exploration and Elimination happens.
We denote F some "good" event such that the errors |a, (6* — AZE ) )| and |w* — cﬁtﬁ | are smaller than

€; for all [ such that these quantities are defined, and all z € Xl(_l) U Xl(+1). We denote by Expl(z)

the time indices where G-exploration is performed on Xl(z) and by Expl(o) the time indices where

A-exploration is performed at phase [. We also denote by Recovery the time indices subsequent
to the stopping criterion, this set being empty when the stopping criterion is not activated. In the
following, we use ¢, ¢’ to denote positive absolute constants, which may vary from line to line.

Fact 1 Let /A, be the largest integer such that ¢, i > C'Apnin for some well-chosen absolute

constant C' > 0. We show that on the good event F, no more than [, G-optimal Exploration and
Elimination phases are needed to find the best action. For all phases [ > [a_,, , the algorithm always
chooses z*, and suffers no regret.

Fact 2 We show that on the good event F, for each phase [, ¢ (A V ¢) for some constant c.
Lemmathen implies that for all | < L(® and all 7 > 0, k(AN < ck(AV ) < c(1+ g7 HR(AV

7).

Fact 3 Let [, be the largest integer such thate;, . > C'A for some well-chosen absolute constant

C > 0. On the good event F, if the algorithm enters the ptimal Exploration and Elimination
phase at round [ > [, , we show that the algorithm finds the best group at this phase. This implies

that L) < [a, .

Fact 4 We denote by Ly the largest integer [ such that ¢; > (k. log(T)/T)1/3. Since , > k(AL
for all I > 1, we see that if the algorithm enters the Recovery phase, we must have Ly < L© and
€0 < €Ly RET.
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Using Fact 1, we find that the regreficlan be written as

1
| 11 11 1 T
Ry < 2TP(F)+Ezx (" —x) ¥
lSl! min 26{71""'1}156}3)( (2)
[1 1
RG
- [ I -
I:I]:*I _— I:I* T
+E= (" —x) v* +Ez (" —x) v
lléf(o) tGExpl(O) - O ﬁE]%ecovery I};I_I_I ]
R% RTGC

Bound on R%. We rely on arguments similar to those used in Equation (7)) to show that
R$ < c(d+1)log(kla,, T)eljl_ . Since €, > CApin, this implies that

e(d+1)log(klay, T) < ddlog(T)

RY < <
Amjn Amin

if T > k.

Bound on RS + REec. We begin by bounding R%. Recall that Equation (8) states that R <
cm() ) log(l1o T)ez(%) . Using Fact 2, we find that for any 7 > 0,
Ry < cr(AV 1) log(lpo T) e;(%) + ez(})) Y )

Let us now consider two cases, corresponding to Recovery= () and Recovery## {).

Case 1: Recovery= (). On the one hand, our case assumption implies that
REec = 0,

On the other hand, by Fact 3, we know that on F. LO < Ag - Then, using the definition of [, and
Equation (9) with 7 = A, we find that

RE < ck(AV AL)log(LOT)AZ?.

Case 2: Recovery# (). All actions selected during the Recovery phase belong to X’ L((_D)l)ﬂ Ux L(?;)l)ﬂ,

so on F these actions are sub-optimal by a gap at most cep© 1, SO R%"'C < dl'ero 41- Now, since

the algorithm enters the Recovery phase, we must have e, 4; < (k(AX” T1)1og(T)/T)/3, which
implies that

k(ALY +1) log(T).

Rec
Rp™ < 2
1O 41

Using Fact 2 with 7 = € together with Equation (9)), we find that

R% N R?“‘ < ck(AV e )log(T).

€
Lo

On the one hand, Fact 3 guarantees that, since we entered the Recovery phase before finding the best

group, we must have ;0 > €, . On the other hand, Fact 4 ensures that €0 < er. Thus,

R¥EC < ck(AVer) log(T).
A2
%
Conclusion Combining these r(i%s, we find that —
d AV A AV
Rr<c v ul #) Y al £7) log(T)

. 2 2
Amm A# A;g

when T' > k. Using Lemmal|8, we get that k(A V A) V k(A Ver) < k(A V AL Ver), which
concludes the proof of the results.
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C.1.3 Outline of the Proof of Theorem [

We outline the main ingredients used to prove Theorem 4| Theorem [3|relies on similar arguments.

To prove the lower bounds, we need to construct two close problem instances with optimal actions
belonging to different groups - to obtain the part of the lower bound involving A - and in addition
we must also create confusing instances with different optimal actions belonging to a same group - to
obtain the part of the lower bound involving A ;. This is done by considering the following set of

actions and of problems,
4 9 Il 1

— Z1 Td+1 Tj .
IIJ:eI]nnl%ll(). Set A = s e whe&l ell:—&l— ed+1,f0r|:z|€ {2,...,1d/2]},
:i =e; —eqy1 fori € {|d/2] +1,...,d}, and Zfi"d” =— 1- MH e1 — eqy1. It holds
that — - [ R
= Sl ] N =
min Tl | | () Sdﬂ
= % =
d+1 (; )EA
We also define the following parameters:
1 1 1 1
_ . L1 _ _ ) | I |
B YT s o oy L TN e, 1
2 1<j<|d/2] 2 ld/2)+1<j<d
+Aminel + Al‘ﬂine|_d/2j+1
O = AW 4+ 2Ame; + 200 Vi € {2,..., [d/2
gl v Flgin€ a2 W€ {2, d/2]} 1
_ — A —1 — A —1
a2+ 1282 7 A P el A2 7 Auin e, 1
2 1<j<1d/2) 2 [d/2]+1<)<d

+Aminel + AI1'1in€|‘d/2J+1'

The bias parameterﬂe given by w ®) = fA—& Vi € {1,...,d/2]}, and w(l¥/2]+1) = A—& The
parameters 00 A/(.) characterize |d/2] + 1 problems, with noise distribution i.i.d. J\/ (0,1).

We write Problem i for the problem characterized by 6(Y). Note that by construction and for any
i€{l,..,]d/2] + 1}, we have that §(*) € o3 Ag -

The following facts hold:

» Foranyi € {1, ..., |d/2] 4 1}, action z; is the unique optimal action in Problem i. Since
1/2 > Ay > Anin, sampling any other (sub-optimal) action leads to an instantaneous regret
of at least A ;. Moreover, choosing an action in the group —z; leads to an instantaneous
regret of at least A_..

* In Problem i forany i € {1, ..., |d/2]| + 1}, action d + 1 is very sub-optimal and sampling
it leads to an instantaneous regret higher than (1 — 2/(/ky + 1)) (1 — Az + Apmin) + (1 +
Az + Amin)/2 > 1/2, since £, > 1and 1/2 > A > A,;,. This action is the worst
action in all problems.

* Many actions are such that their distributions are the same across problems. More specifi-
cally:

- Foranyi € {2,...,[d/2]}, between Problem 1 and Problem i, the only actions that
provide different evaluations when sampled are action 4 and action |d/2] + ¢, and the
mean difference between the evaluations in both cases is 2A ;5.

- Between Problem 1 and Problem |d/2] + 1, the only actions that prov1de different
evaluations when sampled is action d+ 1, and the mean gap in this case 1s A7g

OzA;g.

The proof is then divided in two parts, one part for proving the part of the bound depending on A,
and one part for proving the part of the bound depending on A_..
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Part of the bound depending on A ,;;,,. This part of the proof is obtained using classical arguments
for K -armed bandit problems. For i € {2, ..., [d/2], all actions but z; and x| 4/2)+; have the same
feedback under Problem 1 and Problem i. On the other hand, the average feedback for actions x;
and x| 4/2|4; differs by 2A,1,, so either action needs to be selected approximately %zg times in

order to identify the problem at hand with high enough probability. In Problem 1, the 51mple regret
for choosing z; or | 4/2)4; is larger than Ay, so the total regret obtained when doing this is at least

of the order log( ) . Summing over the different actions ¢ leads to a lower bound of the order dg’ff) .

Part of the bound depending on A. To obtain the second part of the lower bound, we note
that all actions but 2441 have the same feedback under Problem 1 and Problem |d/2] + 1. The
average feedback for actions x4 differs by A under these parameters, so action x 411 needs to

log(T) I log(T)
&

be selected approximately - Tzﬂ times to identify the problem at hand with high enough
&

probability. Since selecting action x 441 leads to an simple regret larger than 1/2 under Problem 1,

this implies that the regret must be at least of the order %?T).

Bounds on x(A) Finally, the following lemma allows to express x(A) as a function of k.
Lemma 11. Foranyi € {1,...,|d/2]| + 1}, the gap vector A verifies

1+ R2)2A
K,(A) _ ( + /i4) d+1
where Ag11 = max;(z; — xd+1)T7(i).
On the one hand, since k. ﬁl, wesee that k., < (14 1/fi*)2 < 4£K,. On the other hand,
1/2 < Agr1 £2,50k(A) € 5,2k, .

C.2 Proof of Theorem[I]
We begin by defining for z € {—1,0, +1}I:I
L®) —max [>1: Explorel(z) = True
the largest integer [ such that Explore( %) = True. Recall that n* is the e41-optimal variance. By
definition of the algorithm, for all I < IL:| + 1, A~ 2,50 s( < 2@0w let us also define

2k, log(T)

Lr=max [>1:¢ T

Then, if Recovery## (), we must have LO > Lp. Moreover, we see that since €7, = 22-Lt e
have Ly <2+ lOgZ(T/@;# loe(™)) < 3log, (T') when T > 1.

We define a "bad" event F, such that, on F, our estimators 'Eﬁ and dZﬁ are close to the true
parameters v* and w* for all rounds /. More precisel% let

Fo= Fl, (10)
1>1
where for %
1 _
Fo= Ij_z_le {—1,1} such that Explorel(z) = True, and x € Xl(z) such that
— w*
I -
Explore = True and —w
Then, the regret decomposes as
| I L a
Rr < EF (2" —z) v +2TP[F]. (11)
t<T

The following lemma relies on concentration of Gaussian variables to bound the probability of the
event F.
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Lemma 12. P (F) < 24.

Now, the first term of can be decomposed as
 I— I G — 1

* T % * T, * * T %
-2y < & -zt @ )T
t<T 2€{-1,0,4+1} =1 tEEprZ) tERecovery

where we use as convention that the sum over an empty set is null. Note that for z € {—1,+1},
during the phase Explz) the algorithm only samples actions from XZ(Z). By contrast, during the
phase Expl(o), even actions eliminated from the sets Xl(z) can be sampled. Finally, if the algorithm
stops during phase Exp(LO(()J) 41» but does not have enough budget to complete the last ptimal
Exploration and Elimination Phase, it samples the remaining actions in the set X é(_o)llz Ui é?g)ll_?
Hence, the first term of can be upper-bounded by

1

1
L 1
@ — o)y < = w Ex (@ — )7 (12)
t<T z€{-141}=1 ey z€X,
| I— | EEa— 1 I .
+ (" —x) 7" + (z" —2¢) 7"
ze{—1,+1}=Lt +1t€Exp|(Z) tERecovery
T T 1 I | 1
(0) _ * T %
+ " (x)Ags +1 Explore, , = False , max. (" —x) .
I=1zex teExp® vexfy),, V¥ o ,

LO) +1

We begin by bounding the sum of the regret corresponding to the Recovery phase and to the phases
Exp\” for z € {~1,+1} and [ > Ly on the event F.
A4 1 1 1
Bound on (% — ) Ty + (" — a4
z€{—1,+1}=Lt +1t€EXPI(Z) tERecovery

)T

Lemma 13. Let x* € argmax, .y x ' y* be an optimal action. Then, on the event F defined in
Equation (10), for | > 1 such that Explorel(ZX#) = True,

1 1
x5 o wex™ @ —a)Ty < 10a4 (13)
Moreover, for | > 1 such that Explorel(fz”‘) = True,
1
Xz(ifxﬁ) C z€ Xl(_ZX#) (et —x) Tyt < 42604

Recall that if Recovery# (3, L(®) > L. Then, all actions sampled during the Recovery phase belong

to Xl(;l) U Xl(jll) for some | > L. Lemmalﬁshows that, on F, for | > L, the actions in Xl(j)l

are sub-optimal by at most 42¢r,, 41. Then, we get that on the event F,

{73
I L2 | IR | 1 L 1
(z* —x) T y* + (" —x) Ty < T x42y,,,
ze{—1,+1}=Lv +1t€EXp|(Z) tERecovery

536/ T2/3 10g(T)Y/¢14)

IA
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P IT 1 1 —
W ()Ay +1 Explore(o) *

Bound on ey Lo 1 = False o . 1>ma§/y<+1> (x* —
=tz tEExp 1) ., TENL 0 12 PO w2
)T *
v 1 1
We begin by bounding 1 Explore(L(g) ., = False o nax (2*—2)Ty*. Recall
1 +1)
teBxp”y €N 0 UV 0w
that n(L(g) 1= Xu L% (05) 41 (2) is the budget that would be necessary to complete the Albptimal
€

Exploration and Elimination phase at phase L©) 4 1. On the one hand, Lemma@ implies that on
the event F,

() (0) (0)
* T %
1 Explore, ., = False o nax (2" —2) 7" <42npq €0 12 < 2Ing 0 €r0 41
o T€X 0, Y o
tGExpL © . LO 42 LO 42

On the other hand, for all I < L + 1, the definition of mplies that 2 ¢ forallz € X.
Therefore, 21n(LO(Z) €20 41 < 21n(LO(g) L, ming ) +1. This implies that on F,
1 © 1 r— .
_ * *
1 Explore;, ,, = False e Jnax (@ —2) 7" <21 ppg 4
tEEXp(O)(O) TEX O 1 LO 42 TEX
L

o) AP +1_(15)

Next, to bound the remaining terms of Equation (12]), we bound the regret m z% ) (z)A, of explo-
TEX
(0)

ration phase Exp,
Lemma 14. Foralll > 0, and z € {—1,+1}, we have

1 [
EE%@%<ﬂi;Dk% ua;1)_%w+¢§d+m.

using the following lemma.

cex®

and on F, we have

— — .
() Az < ) (2) A< 2 i %IJFI 2(d+1).

TEX TeEX

Then, Equation and Lemmaimply that on F

Lf*::@ L1 L1
(x)A; +1 Explore! (3) 4, = False o nax (2% —x) "y
I=lzeX eBxp® TEX 01 Y 0 4
L(OiT_l—D%J
<21 1 (z) AL
=1 zeX
L(o
e o) |ra|+ (0)
<42 = +42(d+ 1)(L© + 1)
=1

(16)

We rely on the following Lemma to bound n(.
Lemma 15. On F, we have for any | > 1 and any T > 0
1 o 1
(A <513 1+ = k(AVT).
T
and

k(AN > k(A Ve).
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Lemma|14{and Lemma. with T = €L imply that on F,

1
L(o Iﬁl - o -
A 040 LO+ 1)L 42) 1
> Ij(l+ < 5138(AV ero ) logl?I O s
. a 5} = 6 1= ClELO
1 0 111 L1
6L 16 4
< 513k(AVepo )log 2 2
1 0 Lo Lo
610 "Rl )
< 102601log — an
4 Lo

where th[E]ast line follows fj the second claim of Lemma E Now, by definition of L(O),
€L > m() Ylog(T)/T . Then, Equation (17) implies that

-qm Ij(l|+1 "o =
< 10260log — k(AP V13 10g(T)~2/3T2/3 . (18)

€2
=1 l

Moreover, we observe that during each phase [, but the last one, we sample at least

) 2D a1y

max
lix = 2
5[

ze{-1,1}
vex
actions during the G-optimal explorations, so the number of phases L(°) is never larger than
b =1Vlogy(T).

Using this remark, together with Equations and (I8), we find that on F

LEDF 1 [ Y I |
()AL 4+ 1 Explorei(g) ., = False , max (z* —2) T~
I=1z€X remx® reXly,, VX0 L,
I%I(O) — )
< 29]og k(ALY YT2/310g(T)~2/3 + 4207 (19)
1 |:|
Bound on — ! ( ) Ldax (* — ) Ty*. We bound the remaining term in
ze{-1,+1}1=1 xEXl(Z) zex'®

Equation using the first claim in Lemmal[14]and Lemmal[13] On F,

L] 1
I mT 1 1 , . 1 2
7@ b o0 - 07 < zqﬁ? biog FULED) - WHDELD)
z€{~1,+1}=1 L2 zex? - e
| 336(d+1) . Fhe(+ L)
= log —+ T) L 168(d+ 1)(d + 2)
€LT ’ ]
< 267(d+ 1)y T3 log(T) "% log M
+168(d + 1)(d + 2). 20)

Combing Equations (TT), (T2), (1), (19), and @20), and using 6 = T-!, x(AEY ) < &k, and
Ly < 4T/ 1%) we get for allT 2 1

Ry < C wPT21og(T)V? + (dV k) log(T) + d® + dry /*T/3 log(kT) log(T) /3
for some absolute constant C' H) Finally, for
T (dV k)% 2log(T) Vd*  (dlog(kT))?
- Vs (ki log(T))?”

Ry < C'klPT2/310g(T) /3.

we get
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C.3 Proof of Theorem 2]

The beginning of the proof of Theorem 2] follows the same lines as the proof of Theorem[I] We begin
by decomposing the regret as
1

* T *I:]
Rr<  Ez (" —m) v +2TP[F]. (21
t<T

where F is defined in Equation . On the one hand, Lemma@ implies TP [F] < 26T. Then,
Equation (1)) implies
L1 1

[ I | S 1
Rr < 4T +E5H @ -2y HEHE- T @ —a) Ty
ze{—1,41} I>1 tEEprZ) tERecovery

1 1 -
Ltl:lw_)_' 1
+E = L1 w7 (2)A, EEF @E&ploreé& ., = False max (x* —2) Ty E

($ 1) (+1)
I=lzeX tEExp(D)(O) TEXL 0 +2 UXL 0 +2
L

where F is defined in Equation (I10)), and where we used the convention that the sum over an empty
set is null.

1

( ) * T %

Boundon 1 Explore,; ., = False o Ieg{ni))(H(x —x) ' y*.
tEExpL © 1 L
Similarly to the proof of Theorem IL we use Lemma and Lemma to show that on F
= (0) — T (5; ) +1
1 Explore, g ,, = False re)rrn?))(H(ac —x) Y <2l ppom (x)@ac(IO . (23)
L z
teExp(LD)(O) " zEX
I 2 2 ] — -

Bound on (x* —x) 'y

zE{ 1+1} >1 tGExp(Z)

LemmalE shows that for [ < L{*), the actions in Xl( z) are sub-optimal by at most an additional

+1
factor at most 21¢;. Letus set Ia,,, = [—logy(Amin/21)], so that
Amin Amin
<, <
42 © min 21
Forl > la,,, , we have Xl(ﬂl) U Xl(jll = {z.+}. Thus, (=**) < a_,andforl > Ia,, ,the

algorithm selects only z* during the phase Expl(z#). Then, combining Lemmas Eand E, and the
fact that L(*) + 1 < ¢7, we find that, on F,

[ 2 | 1 [ — %
(f**it)T’Y* < Eax (" —x)

acEX(Z)
2€{-1,41} I=1 4y ze{-1,41}  I=1 zex®

- C1 - -
) l%'dﬂ) e EI+D) T+ 1)(d+2) .
1

<
< _ 2 g 5
_ |;|
B+ 67)(2+ ¢
< B4(d+1)(d+2)+e ! x6T2(d+1)log + T5 + T)
28224(d + 1) E(L+ ¢ 2 ¢

< S+ DA+ ;I+ D)2+ tn) ) (24)

1 Ltl:l%l — .

Bound on (@ — )Ty + (@) A, + gy, () A
tERecovery l=1lzeX zeX
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We use the following lemma to bound the number of phases necessary to eliminate the sub-optimal
group.

Lemma 16. On the event F defined in Equation (10), for | > 1 such that € < & and Explore(o)
True, 2!1 = Zg#.

Letia, = [—log(Ax/8)/log(2)] be such that

B2 oo <82 25)
16 T & 8

Lemma|l6|implies that on F, L(®) <[4, .

To bound the remaining terms, we consider two cases, corresponding to Recovery= () and Recovery##

0.

Case 1: Recovery= (). Our case assumption implies that

1
(" —z) 7" =0. (26)

tERecovery

Lemma [T5]implies that

©
’ ia5( ALY +1 < ’ ig5( )ALl

/‘Ll x)A$+ ML(O) +1(SU) :u’l x x*

l=1zeX reX =1 zeX

Moreover, L(®) < In, Afr,soonF

(OED%l (I ¢ /'ﬁv—)—*l—l—(—rn_l
’ ()ALl < (z)AL]

H
I=1 zeX =1 z€X

Using Lemmal14} we find that on F

(I g (U
) Al ;h Do o nier +1)

/J’l z xT
=1 zeX =1
< 2log W =57+ 2d+ ) (lr +1).
l

Using Lemmawith T = A;ﬁ and , we have on F

SE Raawa U A | O

5 < 5I3R(AV AL) 2+ /AL
=1 € =1
< 218/4,(A V A;ﬁ)
— 2 .
A%
We obtain on F
L<°>|¢_1—E|%|
[ 1)(¢ 2 AV A
()AL < 21910g I?ITJF {;( r+2) l:””g A 2) +2(d + 1) (b1 + 1)(27)
=1 zex #
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Combining Equations (24), (23), (26), and (27}  we find that on F, when Recovery= (), there exsists
an absolute constant ¢ > O such that for o=T7",

[ I | R | ] 1 Ltl:la_l

(" =) 7'+ (@ — ) 1
ze{—1,41} I>1 teExp(z) tERecovery I=1zeX
1 ) ] 1 .
+1 Explore,, ,, = False max (x" —x) "
+ wex®D  xtD
tEExp(o)(o) LO +2 T7LO 42
1 — 1

<o @y L HAVAY log(T) + —9— log()
o Amin Ai Amin

Case 2: Recovery# ). In this case, the algorithm enters Recovery at phase L9, so

(L(())) +1 =False and Expgg) = 0, and

1 ) 1 1 .
1 Explore,, ,, = False eX(“)max o (z" -z

tEExp(LO)(O) L 42 LO +2

Explore

)ly* =0. (29)

Using Lemma|[I3] we see that
1
(2" — ) T y* < 21Ter0 4.
tERecovery

1
On the other hand, in the Recovery phase, €, 1 < n() Y log(T)/T) . Thus,

l:(x! S 21/@(F 1) log(T)

tERecovery L(O) +1

Now, Lemma|[14| show that

Ltl:la_l Lm
m (2)A, < 4log(2L@s71) =57 4 4dL©

€

l=1lxzeX =1

Combining these results, and using LO < {1, we see that

1 i - - C] 1 A
(z* =) Ty + ) (2)A, < 4dL© + Llog(267671) v 21 1og(T)

tERecovery l=1zeX =1

Using Lemma|15|with 7 = € , we see that

©
o m\/GL(O) )

< 513 S22 4513
=1 G =1 € =1 €10 €
< 10260H(A ;/ 6L(O) )
Lo

Now, the algorithm enters the Recovery phase before finding the best group, so we must have
Lo < la, - This implies that

Lo |

RIS, IR 518 K(A Vero )
2 — 2
€ A7é
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Finally, note that L(®) > Ly, s0 €;0 <€z, = er, and

(© "
L ERIWD) I 218n(AV€T) an
2 A2
=1 A #

Combining Equations (24), (29), (30), and (31)), we find that on F, when Recovery# 0, there exists
an absolute constant ¢ > 0 such that for § = 771,

IS | RS | 1 1 L

(" —2) '+ (@ —a) v w (@
ze{—1,+1} I>1 teExp(Z) tERecovery l=1zeX
1 ©) 1 1 .
+1 Explore, ;  , = False max (2" —x) v~
i ex®h uxty
teExp?® TEH @ SO kg
© .
— 1
d /-;(A Ver) dlog(k)
<c d? v log(T) + ———
= * Amin Ai Og( ) * Amin

Conclusion We conclude the proof of Theorem [2|by combining Equations (22)), and (32).

C.4 Proof of Theorem[3|

Consider the actions A defined in the following lemma.
LL1] | I I Iy I

Lemma 17. Let the action set be given by A = oL, e , where ™ =e; +eqy1,
L1001 1 9 '] e [] i
T _ - Td+1 _ 2
s =€~ eq+1 fori € {2 d}, and = 1= 7257 € — edy It holds that
1 I:I
Ig:p I:I:I:I Izl
min
i peay S == g‘

By Lemma A€ A, 4. We will introduce two bandit problems characterized by two parameters
95,11 ) and 0512 ). assuming that the noise ; is Gaussian and i.i.d. - and we prove that for any algorithm,

the regret for one of those two problems must be of larger order than #L/>72/3,

We also consider the following two alternative problems. For a small 1/4 > pr > 0 where

pr = 71 3&1/ 3 (satisfied since T' > 43k,), the two alternative action parameters are defined as:
L1 L1
14+ 1— L1
MO 2PT€1 4 2‘7%2 _PT ] e; L1
3<ﬁ§d
1— 1+ | I |
W= e e T T
3<j<d
On top of this, two bias parameters are defined as w(Tl ) = —£- and w(T2 ) = £-. Through thissyWE—
@
define the two bandit problems of the sketch of proof of Lemmacharacterlzed by 9T = A’L)
I:(Z! 1
and 9(T2 ) = WIZ) - and where the distribution of the noise ; is supposed to be Gaussian and i.i.d.
wr

We refer to these two problems respectively as Problem 1 and Problem 2. We write Rg} ), P and
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(2) P(2) and E®) for the regret, probability and expectation for the first bandit

EM (respectively Ry
problem, when the parameter is 0(T1 ) (respectively the second bandit problem with 95? )). We also
write P{") for the distribution of a sample received in Problem i when sampling action x; at any
given time ¢ - note that by definition of the bandit problems, this distribution does not depend on ¢
and on the past samples given that action x; is sampled.

The three following facts hold on these two bandit problems:

Fact 1 The parameters fy(Tl ) and 75,? ) are chosen so that 21 is the unique best action for Problem 1,

and x5 is the unique best action for Problem 2. Choosing any sub-optimal action induces an
instantaneous regret of at least pr, and choosing the very sub-optimal action x4 induces
an instantaneous regret of at least 1/2.

Fact 2 Because of the chosen bias parameters, the distributions of the evaluations of all actions but

xq441 are exactly the same under the two bandit problems characterized by (1) and 9512 ).
i.e. exactly the same data is observed under the two alternative bandit problems defined by
the two alternative parameters for all actions but z41. More precisely, for i € {1,2}, in
Problem i and at any time ¢, when sampling action x; where ¢ < 2, we observe a sample

distributed according to N'(1/2,1) - i.e. }P’y) is A(1/2,1) - and when sampling action z;
where 2 < i > d + 1, we observe a sample distributed according to N'(0, 1) - i.e. IP’S-i) is
N(0,1).

Fact 3 The distributions of the outcomes of the evaluation of action x4 differs in the two bandit
problems. Set o = 2/(,/k+ + 1). In Problem 1, ]P’(l)1 is V(—1=25£72 1). In Problem 2,

P((12421 is N (—w, 1). So that the difference between the means of the evaluations of

- - i is A — — 2t 2p1
action x 441 in the two bandit problems is A = pra = NCTES < R

For i < d + 1, we write N;(T") for the number of times that action x; has been selected before time
T'. In Problem 1, choosing the action x4 leads to an instantaneous regret larger than 1 5 (Fact 1), so

that W | J
JHONS E™ Ny, (1)

T = 2

2/ 3 .1/3
If ED [Ngy1(T)] > T%, then Theoremllfollows immediately; we therefore consider from
now on the case when

T2/3Ki/3
EW [Nt (T)] < —5"—. (33)
Now, let us define the event 1 - 1
F= N(T)>=r/?

Note that action x; is optimal for Problem 1 and that action x is optimal for Problem 2 (Fact 1).
Since choosing an action that is sub-optimal leads to an instantaneous regret larger than p (Fact 1),
we also have

1]
RY > TPT]P(U 2
and T
2 pT
Ry > =R (F).

Then, Bretagnolle-Huber inequality (see, e.g., Theorem 14.2 in [24]]) implies that

1 2 Tpr ] L]
RY + R > —TLoexp —KL PO, PO
For the choice py = T~/ 3&}/ 3, this implies that

T2/3H1/3 L1

] 11
RY + RY > e —KL P P (34)
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Now, the Kullback-Leibler divergence between P and P? can be rewritten as follows (see, e.g.,
Lemma 15.1 in [24]) :

R —
KLY, P?) = - EO[NT) KLEV,PP).
Jj<d+1

By Fact 2, we have that for any 5 < d, Pgl) = IP’§.2). So that

1
KLED,PD) = ZEO [Ngw (D) KLEY, PE)).

By the characterization of Pfilll, IP’(2)1 in Fact 3, and recalling that the Kullback-Leibler divergence
between two normalized Gaussian dlstrlbutions is given by the squared distance between their means,
we find that

1 _
KLEOPD) = TEO [Ny (7)) A%
Thus, by the definition of A in Fact 3 and by Equation (33)
1 - Lol o5 13, o
1 2pT T Ky 4p
KL PO P® = EW [Ny, (T =1 35
) 5 [Nat1(T)] T+l S e ) (35)

reminding that pr = T_1/3/-£i/3.

Combining Equations and implies that

] L1 42/3,1/3
T
max R(Tl),Rgg) > Tﬁexp(—l)7

which concludes the proof of Theorem 3]

C.5 Proof of Theoremsd]

Theorems [] follows directly from the next Theorem.

Theorem 6. For all k. > 1 and all d > 4, there exists an action set A € A, 4, such that for all
bandit algorithms, for all (Amin, A2) € (0, 1/8)2 with Apmin < A, and for all budget T' > 2, there
exists a problem characterized by 0 € @ﬁmm A, Such that the regret of the algorithm on the problem
satisfies

1 1 1 A 1 ] 1
J log 8d log( ) - + log 8“”‘2«5@)
1 1 1 [
v g LA% (36)
472 & S '

Moreover, on this problem, k(A) € [s#/8, 2k.].

Remark 1. Note that Theorem|[6|allows us to recover a lower bound similar to that of Theorem 3] by

L3p-1/ 3 however this bound only holds for d larger than 4.
1 1 1 o4

choosing A and Apin of the order k.

We prove Theorem E for the following set of actions A: A = o, e , where
1 1 1 1 *1 Xd+1

i —e+ Jfori € {2,...,]d/2]}, 7" =e —e fori € {|d/2]| +1,...,d}, and
i |__i|+1 Ij / 2, i d+1 {I_ / J }

Z(:ill - 1— ﬁ e1 — eq+1. Then, by LemmaE for this choice of action set, we have
Ae Aﬁ#vd.
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We consider the following set of bandi{—_pjoq@ls: fori € {1, ..., [d/2|+1} Problemi is characterized
)

by the parameter 6(*), where () = Z(:) is defined as:
1 1 1 1
1+ A — Auiy L1 1— Ay — Apin L1
ry(l) = % L1 €; I +| ;ﬁ2 L1 €j l:—hminel + ArrlineLd/QjJrl
1<j<[d/2] ld/2|+1<j<d
@ = M L 2A e + QATin - Vie{2,..,|d/2
Yy Yy €; 6\_d/2]+ ? { PEEET) L / J} 1 1
1—As— Apin 1 1+ Az — Apin 1
7(Lal/2J+1) - 762 —1 e; 1 #2 1 ej L+ e + Amin€|d/2] 11,
1<5<d/2] ld/2]+1<j<d
and the bias parameters are defined as w(*) = —AT‘ Vi€ {1,...,|d/2]}, and otherwise w(L#/2]+1) =

AT&. We write E(), P() Rg) for resp. the probability, expectation, and regret, in Problem i. Note
that this choice of parameters ensures that Vi € {1, ..., [d/2] + 1}, 0% € @ﬁmin Ag -

I I N I I A R B N I I I I I I I
Set A = lel yeees Zxddill , Wherele'i Iilei + eqy1, fori € {2,...,d/2]}, lei _
e; —eqq1 fori € {|d/2] +1,...,d}, and Zﬂi(j:l =— 1- ﬁ e1 — eq+1. Then, Lemma

shows that 4 € A, 4.
The following facts hold:

Fact1 Forany i € {1,...,|d/2] + 1}, action z; is the unique optimal action in Problem i. Since
1/2 > A4 > Apin, sampling any other (sub-optimal) action leads to an instantaneous regret
of at least A ;. Moreover, choosing an action in the group —z; leads to an instantaneous
regret of at least A .

Fact 2 In Problem i for any i € {1, ..., |d/2| + 1}, action d 4 1 is very sub-optimal and sampling
it leads to an instantaneous regret higher than (1 — 2/(y/kx + 1)) (1 — Az + Apin) + (1 +
Ay + Anin)/2>1/2,since £, > 1and 1/2 > Ay > Apin.

Fact 3 InProblemi, fori € {1, ..., [d/2]| + 1}, when sampling action x; at time, ¢ the distribution
of the observation does not depend on ¢ or on the past (except through the choice of x;) and
is Py). It is characterized as:
Vi€ {1, [d/2) + 11, P0 P, L are N((1+ Amin)/2,1)
Vi€ {1, [d/2) +1},¥] € {2, d} \ {[d/2] + 1,0, |d/2] + i}, P is N((1— Amin)/2,1),
Vi€ {2,[d/2]}, P is N((1+38min)/2,1) Py is N((143A8min)/2,1)
Vi€ {1,1d/2]}.PS), is N(=(1—a)(1+ Ay + Awin)/2+ Ay /2, 1),
PLIED s M (—(1 = a)(1 = Ay + Apin)/2 — A/2,1) where o = 2/(y/r, + 1).
So that:

Fact 3.1 Forany i € {2, ..., |d/2]}, between Problem 1 and Problem i, the only actions that
provide different evaluations when sampled are action ¢ and action |d/2] + i, and the
mean gaps in both cases is 2A ;-

Fact 3.2 Between Problem 1 and Problem |d/2]| + 1, the only action that provide different
evaluation when sampled is action d + 1, and the mean gap in this case is A .

For j < d+ 1, we write N;(T") for the total number of times action x; has been selected before
time 7. Then, for j € {1, ..., [d/2]},let EU) = {N;(T) < T/2}. Note that for i € {1,..., |d/2]},
in Problem i the action z; is the optimal action. Therefore, for any efficient algorithm, for all 7 €
{1,...,|d/2]} the event E() should have a low probability under P(*), Indeed, fori € {1, ..., [d/2]},
the regret of the algorithm under Problem i can be lower-bounded as follows - see Facts 1 and 2:
RY > ':E'(Z‘) [N;(T)] Amin + I:1IE<i> [N;(T)] Ay + w@n
J<ld/2], j#i ld/2]+1<j<d 2
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Since ]E&") [N;(T)] =T and Apin < A < 3, this implies together with Facts 1:

Using the definition of E(*), we find that
_ N s
RY > —5P B0 (38)
In particular for Problem 1, for any i € {1, ..., |d/2]},
TA [y

Ry > 5 np1) F6 (39)
since V) > F),
1 1
Similarly, let us also define the event F' = N,;(T) > T/2 . Then, in Problem 1, the group
i<[d/2]

1 contains the optimal action, and so for any efficient algorithm, the event I’ should have a low
probability under P(Y). Indeed, Equation (37) also implies
[ |

1 TA .
rRY > [E1p0 1 Ny(7)[HAL > T#P(l) F . (40)
i<|d/2]
On the other hand, for any efficient algorithm, the event F' should have high probability under
P(L4/2]+1) Indeed,under problem Problem |d/2] + 1, the regret can be lower-bounded as follows -
see Facts 1 and 2:

— — a/2)41
RYla/24D 5 E(L/21+0) [N (T)] Ay + T2 [N, (7)) A+ B Naa (T)]

Jj<ld/2] ld/2|4+2<j<d 2

which implies that
TA
RUA/2HD 5 : ]E( /2040 [N (T Ay > ?éP(Ld/QHl)( F). (41)

j<ld/2]

Now, Bretagnolle-Huber inequality (see, e.g., Theorem 14.2 in [24]) implies that for all ¢ &

{2,...,1d/2]},

1 ] oM R S I
sexp —KL PO, PO < PO pO 4 p0) EG (42)
and that
1 1 1 111 1]
3 &XP —KL PO pd/2]+D) < pld/2l+1) (F)—i—[P’(l) T . (43)
On the one hand, Equation implies that for any 7 € {2, ..., |d/2
KL PO PO > _log 2P® EO 4op) EG
R W [ [m
> log(T)—log 2TP% E® 4orpM EO (44)
Combining Equations (38), (39), and (44), we find that
— 1 T (4) (1)
4Ry’ + Ry7)

KL PO PO > log(T) —log (45)

Amin
On the other hand, Equation (43)) implies that
1 [ ] 1
KL PO pld2+) > _og op(ld/21+1) (F) + opM) F

] (e
> log(T) —log 2TPUYA+Y (Fy 4 oTPM) F . (46)
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Combining Equations (38), (39), and (46)), we find that
TR 4 Rl

(] 1
KL PO pld2+D > og (T) —log X
#

(47)

Also, note that for all i € {2, ..., |d/2] + 1}, the Kullback-Leibler divergence between P(*) and P(?)
can be decomposed as follows (see, e.g., Lemma 15.1 in [24])) :
i 1)
KL(PW® P@) = ED [N;(1) KLE D). (48)
j<d+1

Lower bound in dA_! logT. By design, fori € {2,...,|d/2]}, all actions but z; and T|d)|4i
have the same distribution under P(") and P(*) - see Fact 3.1. Then, Equation becomes from
Fact 3.1 and from the expression of KL divergence between standard Gaussian distributions:

4:Ar2nin 4A?nin I:I I:I
— EW [N;(T)] + E® Niaj4(T) -

2
So that, summing over i € {2, i d%2 }, and by Fact 1:
KLPD,PD) < 2A,mRY.
i€{2,...,1d/2)}
So that by Equation (summing over i 82, e /2] D)

| I | 4(RD (1)
Wi RY > log (T) — log 7(RTA+RT)
ie{2,...,1d/2]} min

KL(IP’(I), ]p(i))

L1 (1) (1)
1 4(R13 + R )

= ([4/2] - D)log (T) - log ~L
i€{2,...,[d/2]} mm
Let us assume that our algorithm satisfies max;<|q/2 R(Ti) < %fﬂn - otherwise the bound immedi-
ately follows for this algorithm. Then T 1
(1) 1 1 1 8dlogT
RY > (|d/2] —1)log (T) - log o
2Amin 2 min . i
ie{2,...,[d/2 min
1 H 8dlog (T)
> A (ld/2] — 1) log(T) —log 7Ar2nin . (49)

Sine d > 4, we note that |d/2| — 1 > d/5. This concludes the proof for this part of the bound.

Lower bound in K*A;Q logT. By design, all actions but z44; have the same evaluation under

Problem 1 and Problem |d/2| + 1 - see Fact 3.2. Then, by Fact 3.2 and the expression between the
KL divergence of standard Gaussians, Equation becomes

1
KL(P(l) P(Ld/?ﬁ-l)) - E® [Nagr (T)] (aA7g)2 _ E]E(l) Ny ()] 208 L]
’ A 2 2 A Vhx + 1
Combined with equation (7)), this implies that
1 A I%(IR(W A0 4 gy
SEW [Nyt (T)]) —2— > log(T) -1 T T 50
5 [Na1(T)] NGRS > log(T') — log AL (50

- otherwise the bound

Let us assume that our algorithm satisfies max;<|4/2)+1 Rg) < %%Q
- &

immediately follows for this algo%m. We 'ih£1| have ] ]

1 2A 8k log (T')
“EW [Nga(T)] —=2— > log(T) —log —— 2=~
2 VEs+1 A‘;’é
Using Equation (37), we find that O — T
) ke +1 8k log (T')
Ry’ > 4Ai log (T) — 1o 7A§2 (51)
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Lower bound in K*A;Z. Let us assume that our algorithm satisfies max;<|4/2|+1 Rgpi) < Z—’é -
otherwise the bound immediately follows for this algorithm. Then, Equation implies

2A7g L2__I 8,%*

> log(T) —log —2
NG _Og()ogA?715

SEO) [Nyoo (7))

Using again Equation (37)), we find that
g again Eq 1

L1 TA3
> = +2 log z
4A % 8Ky
We conclude the proof of Theorem [6]by combining Equations (49), and (52).

V

R (52)

Bounds on x(A) Finally, Lemma|l1 allows us to express x(A) as a function of .. On the one
hand, sir\e_e[ Ky > I'ljlwe see that k4 < (1 + (/Rx)? < 4k,. On the other hand, 1/2 < Ay, 1 < 2,50
K(A) € 52k, .

C.6 Extension of the gap-dependent lower bounds to d = 2, 3

Theorem E can be extended to d € {2,3} by considering separately the cases ﬁ > ﬁ and
d K

Ko < AT
o 1 1 I
Case 1 I:PL’I“"__I > & Let us consider the set ofl%ltion%eﬁned:lby A= |:;f11 e Zxx(:++1l )
where Z’iii =e; +eqq fori € {1,...,d}, and Zgifj:l =— 1- ﬁ e1 — eqy1. Using the
same proof as in Lemma q seet% e R
= JLILIL] =

min e, o .. =
(¥)ea

Then, we consider @foﬁ_ewing problems : for ¢ < d, Problem i is characterized by the parameter
0 where () = 7 )

oy 18 defined as:

1— Apin L 1
7(1) = 2 e; + Aminel
i<d
i 1-—- Amin L1 .
,y(l) = f e; + Arninel + Aminei fori>1
i<d

and the bias parameters are defined as w® =0 fori < d. The following facts hold:
Fact 1 For any i € {1, ...,d}, action ; is the unique optimal action in Problem i. Sampling any
other (sub-optimal) action leads to an instantaneous regret of at least A ;.
Fact 2 In Problem i, for i € {1, ..., d}, when sampling action z; at time, ¢ the distribution of the

observation does not depend on ¢ or on the past (except through the choice of x;) and is ]P’;i).
It is characterized as:

Vie{l,...,dLPY is N((1+ Amm)/2,1)

vie {1,.,d},PY, s N(—(1 Y1+ Amin)/2,1)

2
VR
Vie{2,...,d}L P is N((1+3Amm)/2,1)
Vi, j e {2, ,dyi# PV is N((1— Apin)/2,1)

So that for any ¢ € {2,...,d}, between Problem 1 and Problem i, the only action that
provides different evaluations when sampled is action 7 , and the mean gap is 2A ,i,.
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Since A < 1, this choice of parameters ensures that Vi € {1, ..., d}, 00 € @4 Amin Ae v Adapting

the proof of Lemma [ we note that the minimal variance of bias estimation is at least .. This

proves that A € @R Amin A s - NOW, the lower bound
]

“sdog (7
log (T') — log 8dlog (T)

AQ

min

Ry >

2Amin

follows directly using arguments from the proof of Theorem [6]

Case2: % > £ Let the action set be given by A = oo, T ,where ™ =
A 23 e T T e T Y e I
e1+eqr1s o =e;—eqpr fori € {2,...,d}, and Zi“d*ll = 1- ﬁ e1 — eq41. By

Lemma A€ A, 4. We consider two bandit problems characterized by two parameters 6 and
02, defined as:

1+ A 1-A A
'Y(l) = +2 7&61 + 5 7z ey — 7#6
1-A 1+ A A
~® 5 Zey+ +2 ¢62+7¢€3
On top of this, two bias parameters are defined as w(!) = — AT& and w® = AT&

The following facts hold:

Fact 1 For any ¢ € {1, 2}, action x; is the unique optimal action in Problem i. Since 1/2 > A,
sampling any other (sub-optimal) action leads to an instantaneous regret of at least A.

Fact 2 In Problem i, for i € {1, ..., d}, when sampling action x; at time, ¢ the distribution of the

observation does not depend on ¢ or on the past (except through the choice of ;) and is ]P’( 2

It is characterized as:
Vie {1,2},vj € {1,2},P{" is A(1/2,1)
Vi e {1,2},1?%1) is N(0,1)

CT11 1 1
. 2 1+A7A A;ﬁ
Pl is N 1-— ;1
+ VEs+1 2 2
2 1-A A
2) . 2 75
IP’( is 1— - —=
d+1 N N 2 2

So that, between Problem 1 and Problem 2, the only action that provides different evalua-

tions when sampled is action 1, and the mean gaps in both cases is W 1

Note that the minimum gap for these parameters is A > Apin. Thus, this choice of parameters
ensures that Vi € {1,...,d}, 8%) € ©4 Amn Ag - Adapting the proof of Lemma E, we note that
the minimal variance of bias estimation is at least «..This proves that A € @Z‘mm Ag .y - Then, the
lower bound 1 1 1

Ky +1 8k log (T)
Ry > 4A§6 log (T") — log T

follows directly using arguments from the proof of Theorem [6]

C.7 Auxiliary Lemmas
C.7.1 Proof of Lemmal[ll

Lemma [T follows from the characterization of . given in Lemma [5. We begin by proving
the first statement. Assume that > 1 (othgﬁvvlse the first statement is void). Note that

for all w € RY, lim (maxgexr o' (\u)+2, )~ 0, so the minimum over u € R? of

|:|T >\—>+00L;_|
(maxgex ' (Au)+z, )1 is attained for some vector & € R?. Since k., > 1, @ is not null.
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Moreover, maxex (1 + 2,2 )2 < 1, s0 maxgex 2,2 @ < 0. Thus, forallz € X, 2@ and z,
are of opposite sign, and x "% # 0. This implies that the hyperplane containing 0 with normal vector
4 contains no action, and separates the two groups. Moreover,

Ky /% = max |zpx 0+ 1].
reX
We denote 2! € argmag,cy 2.0 i, pad #2) € argmin,cy z.x @ Let us show that
(COR _ @7y o'y @7 =
(Zz(l) x u + 1) =— 14+z0z u , 1.e that Zp0) T U+ Zyo T u = —2. Indeed,
note that
_ T T
Ky /P = (zyw 2P a4+ 1)V -1+ 2,0 2@ a).

=2 — 4, we see that

Then, for v’ = ;
(zx(l) @ +2,(2) (@) ) I

T T
o W Fl=— 142,022 o = max |zpz U/ + 1.
fas

. T. T.
By contradiction, let us first assume that z,u) M G+ Z2) @ 4 < -2 Then,

T T _
max 2oz 0/ + 1] = 2y o W/ +1< 20 20 G+ 1=k 2
TE

which contradicts the definition of x..
.. . T. T.
Similarly, if we assume that za) M G+ e @ &> —2 then

T T _
max T+ 1] = —(2,0 2@ W/ +1) < —(2,0 2@ G+ 1) = 5y /2
zE

which contradicts again the definition of x,. Therefore,
1

(z,@ 207 +1)=— 14+ z,0 MORE/ - K 2

Then, the hyperplane containing 0 with normal vector @ separates the actions of the two groups.

.. T — . . . . .
Moreover, the margin is —z ) M G =1-k; Y 2, while the maximum distance of all points is
T - D . .
— 2z P U =14 Ky 172, Thus, there exists u such that the hyperplane containing 0 with normal
vector © separates the actions of the two groups, with margin equal to szzi times the maximum

distance of all points to the hyperplane.

Conversely, assume that there exists £ > k. such that there exists u € R such that the hyperplane
containing 0 with normal vector u separates the actions of the two groups, with margin equal to

_ $1/2 . . .
g ﬁ = %;Zw times the maximum distance of all points to the hyperplane, denoted hereafter

d. Since the hyperplane separates the points, we can assume without loss of generality that for all
x € X, zpw"u < 0. Similarly, up to a renormalization, we can assume without loss of generality
thatd = 1 + xk~1/2. Then,

max|z,x u+1] = (maxzyz u+1)V —(minz,z u+1)
reX TEX
1— k712 1/2 1/2 1/2 -1/2
= _Wx(l"—ﬁ_/)"—l \/—(1—5_/—1):&_/ < Kx

which contradicts the definition of x,. This concludes the proof of the first statement.

To prove the second statement, let us assume that no separating hyperplane containing zero ex-
ists. Then, for all v € R?, there exists z € X such that z,z v > 0. This implies that
min, cgd maxmex(zxxTu +1) > 1, s0 kx < 1. Choosing u = 0, we see that k. > 1, which
implies that k., = 1.
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C.7.2 Proof of Lemmalf2l

Since forall ¥ € X and all x € X, |z T~| < 1, it is easy to see that the gaps are bounded by 2, and
that £J 2k,

Let us now show that £} ## /2.

—
1) (2) N\ T
AR T S argmax (z—ax') '~
(z, W eX ,yeC(X)

7 o= 1@ 4 ™)
2—
= ()
reX
P —
and 1= -— L)z,
TEX

Recall that %, can equivalently be defined as the budget necessary to estimate the bias with a variance
smaller than 1. Therefore, we have
X K. (53)

Let us define Ak as Apax = (x(l) - x(Q))TE: max (x — ") T+. By definition of &1
(z,29eX ,vEC(X)

and /L1
L 1
> ) - 2)'a
reX
A — 84
Using Equation (53), we find that
A1
— > @V -53 @ - HI]
Amax g
= 5=+ (T — E4 (54)
Now, since 4-d C(X'), we also have —4-d C(X), and therefore
1
> @) @® - o) (0
reX
= @ )4

Using again Equation (53), we find that

&1
= > ({374 7T -4
Rox
_\T Ama,x
Combining Equations and (55)), we find that
&1 Amax _
BTy By iz i

This implies in particular that £ 3 %.

To conclude the proof of the Lemma, we show that A,,x > 1. By contradiction, assume that
Amax < 1.

For all non-zero vector u € R, let us denote z,, = argmax, .y | ' u|. Since X’ spans R¢, we
necessarily have |z u| > 0, so we can define the normalized vector @ = u/|x, u| such that @

belongs to the set C(X). Finally, denote al! ), @ e argmax, o v (Tu o 32))—'—11. Note that by

definition of A,,.x, we always have (xy, (0 _ 1(?)) 1 < Apax < 1.
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.
Case 1 : 2 @ > 0 Then, by definition of z, and V) we see that 2z @ = x) i = 1. Then,

T

(a:q(}) - xq(f)) < 1 implies that 1 — x(2) @< 1,s0 x(z) @i > 0, and in particular 22 u > 0.
T

Case 2 : 2, u < 0 Then, by definition of z, and x( ), we see that x(z) = x)u = —1. Then

(@) — @) " T '

4 < limplies that z,,” u+ 1 <1,sox,’ u <0, and in particular z,* u < 0.

T T
Putting together Case 1 and Case 2, we see that xq(}) uw and an(f) u are of the same sign and are not

null. By definition of x& and x( ) , we conclude that for all z € X, the sign of 2T u is the same,

and that = " w is not 0. Since this is true for all non-zero vector u, this implies in particular that no

hyperplane containing the origin can separate the actions, which contradicts the assumption that X’
d

spans R?.

C.7.3 Proof of Lemmas 3 and @4

We begin by proving Lemma E Recall that 7 is a G-optimal design for the set {a, : © € X'}, and
that y is defined as p(z) = [mw(z)] forall z € X.

1
We first observe that V(7r) = Al A, where A is the matrix with lines given by [ 7(x)a, |.cx-
Since the supports of y and  are the same, we get that Range( A ) = Range(A;). As a consequence

Range(V (7)) = Range(A]) = Range(AT) Range(V (1)),
and = € Range(V (u)) for all x € X. This ensures that aTé:fs an unbiased estimator of a_ 6*.

Furthermore V(u) " mV(w), so the variance a] V(u)*a, of a] pls upper-bounded by
alV(p)Ta, <m~ta] V(n)*a,. Now, the General Equivalence Theorem of Kiefer and Pukelshein
shows that max,cy a, V(7)Ta, < d+ 1. Thus, a] V(7)Ta, <m='(d+1).

We now prove LemmaE Recall that 7 € M is such that eq4; € RangeV(n), and that
w is defined as pu(x) = [mm(z)] for all z € X. Using similar arguments, we can show that

eq+1 € Range(V (u)), which ensures that edHé:is an unbiased estimator of e, ,6*. The second
part of the Lemma follows directly using that V() " mV ().

C.7.4 Proof of Lemmal[3

Elfving’s set S for estimating the bias in the biased linear bandit problem is given by
111 I:Il:l 1

S = convex hull “ , rxelX
Zyx —Zx
or equivalently by D;‘ ]
S = convex hull + T ekX

Now, Theorem[mdlcates that k. 2 eq+1 belongs to a supporting hyperplane of S. We first show
that when A spans R%*!, any normal vector w € R4 to this hyperplane is such that w ey, 1 # 0.

By contradiction, let gspssume that fr 72 eg] belongs to some supporting hyperplane qf:ﬁ?j
parametrized as H = a € R4 :aTw = b , where the normal vector w is of the form w = 0 -
Then, /@*_1/2 ed+1 € H, S0 Ky 2 ede = b, and thus b = 0. Now, # is a supporting hyperplane of
S, soforall a € S we see that a " w < b. In particular, forallz € X, 2 "u < 0and —z"u < 0, so
x"u = 0. This implies that X is supported by an hyperplane in R¢ with normal vector u, which

contradicts our assumption that A spans R?*!. Thus, the supporting hyperplane of S containing

/1*_1/ €4+1 has a normal vegtoy w € R4+1 s@@pt @(H-l 2 0. In particular, we can parameterize
this hyperplane as H, , = a € R+ : g | =0b forsomebc Randu € RA.

Neyv, if H., p, is arsypporting hyperplane of S, then, by definition, S is contalned in the half space
a € R g7 1 <b . In particular, for all x € X, one must have zgx'u+ 1 < band
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—zpz'u—1 < b: therefore, for all z € X, |zxxTu + 1| < b. Moreover, Hy,p is a supporting
hyperplgng pf;S.sq there eisfs an extreme point a € S such that-r§ Hp. Note phaf S is the convex
hull of =+ ZXI“’ 1x € , 80 the extreme points of S are in =+ lex :x € X . In particular, this
implies that b = max [z,2"u+1|: x € X . Thus, the supporting hyperplane of S containing

—1/2 . .
K / ed+1 1s necessarily of the form M, ax{|z 2" ut1l:wex)-

On the one hand, mfl/ ? belongs to the boundary of S and therefore to a supporting hy-
perplﬁ Hou,max{ |2 " ut1|epe} of S. Then, there exists u € R? such that n*_l/z

max |zz'u+1]:2€X .

On the other hand, it is easy to verify that for all u € R?, Hqﬁﬁm @ uppeX} isa supportin&]

hyperplane of S. Now, H;1/26d+1 belongs to S, so /{Il/ze;rl <max |zz' u+l]:zeX .

u
1
These two results imply that
ky /% = min max |zpz T+ 1]
u€RY z€X

which proves the Lemma.

C.7.5 Proof of Lemmal6

We prove that 2(y/kx — 1)2V 1 < o < 8(ky + 1). Lemma@follows directly by noticing that o > 1
and k., > 1.

Let us begin by proving that 2(\/k, — 1)? < « for k. > 1 (otherwise this inequality is auto-

matically verified). Note that for all u € R4, )\lim T 1 e 0, so the minimum
1 oo Maxy! T w)+2x

1
maxyxix (T utzx)

T € argmax, ¢ y (2,2 % + 1)2, such that

over u € RY of = 0 is attained for some vector & € R?. Let us also denote

With these notations, we see that for all z € X,
(zpx 0+ 1)2 < (' a+1)2=r' < 1.
This implies that for all x € X,

Zpx 0 < —1+I£*_1/2 < 0.

Now, let us denote (1), 2(?) € argmax,, sy (z — 2’) " @. By definition of o, we see that

%(1) — x@))ﬂjg L1
= W —2Ta  xk,.

(z:2T0 4 1)

Since z,x "4 < 0 for all z € X, and since no group is empty, we can conclude that there exists
x,x’ € X such that 24 >0and 2’4 < 0. In particular, by definition of M and x(g), we see that
(M) Ta > 0and ()74 < 0. Then,

1 L1 1 [P

@V —2®)Ta > @)Ta + @) =20 -8

This implies that
a>2(1- mfl/Z)g X Ky = 2(v/Fa — 1)2.

Let us now prove that o > 1. Note that by assumption, X’ spans R¢, and in particular there exists
% € R%and z, 2’ € X such that max,cy "% > 0and mingey 2% < 0. Thus, maxy % x (@ —
2')T%)? > max,ecx (2 @)% Forany A > 0, choosing v = \i in the definition of  implies that

A2 maxey (" u)?

T maxgex(AzpzTu+1)2°
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Letting A go to infinity, we find that o > 1.
Finally, we prove that a < 8(k, + 1). For all u € R%, we see that

max, ey ((x — ') u)? dmax,ex(zpx u)?
maxzex(zz2 T u+1)2 ~ maxgex(zzzTu+1)2
Now, we see that
max ey (2,2 T u)? 2max,ex (zp2 Tu + 1)% + 2 )
maxgex(zzx u+1)2 = maxgex(z.zu+1)2 T maxgex (2,2 u+1)2°

This in turn implies that for all v € RY,

maxy g% x ((x — 2') Tu)?

< 8(1 %)
maxgex(zzzTu+1)2 — (1+£.)

which finally implies that o < 8(1 + k).

C.7.6 Proof of Lemmal§|

Propf of Claim IQ The proof of the firstjclaim is immediate by definition of «. Indeed, let MNe=1
/'L € Med +1
precision level 1. Then,

e}HV(u)*edH <1 be the set of measures 1 admissible for estimating w* with a

—1 —1
k(cA) = min w(x)eA, = ¢ min wx)Ay = cr(A).
;LE)\/I z ;LEM z
Proof of EThe P f the second claim i is. also straightforw A < A/, then for all
pe M— pu(z)A, < xu x)A/. Recall that 2" = =argmin 4,4 x)AL. Then,
1 —1
W) = AL A, s min (1) = 5(A)

Proof of Claim iii)| To prove the third claim, note that

1
K(AVA) = min  pu(z)(Ar VA
M -
I 1 I 1
> min p@)Ae Vo p(x)A]
i T - - 1
(x) (z)A,
> min w(x)Az V' min w(z)A,
MEM z MGM z
> Kk(A) VKA.
Proof of Claim|iv)| Recall that E—
K(A) = min  p(x)A,.
ue)\/l

i —
Let us define a sequence (jin )nen € NN-sdch that L Hn(x)Az —  K(A), and let us denote

n—oo
kn =, Wn(2)As. According to Claim we have
1 1 1
K(A)<k(AVe)=min  p@)(AzVe) <  pp(@)Ap+e  pp(x).

HEM x x T

It follows that for all n,
k(A) <liminf k(A Ve) < limsupr(AVe) < Ky,

¥
e—0 e—0*

Letting n go to infinity, we get that lim,_,o+ k(A V€) = k(A).
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C.7.7 Proof of Lemmal9l

Setting p - A = (pu(z)Ay)zex and
- - 1
CTA e A

Va(A) = Az ~1/2 ~1/2 )
vex Az "z, JAV G

we observe that Va (p - A) = V(u). Hence,

"
Vi (1A ega <17

We observe that ;1 € Range(V (1)) is equivalent to eqy1 € Range(Va (i A)). Hence, ™ - A =
A2 where 1
A e argmin Az
AR} TEX
ed+1 €Range(Vi (\))
egar Vi (N) ean <1

The conclusion then follows by noticing that by homogeneity, \® = k272,

C.7.8 Proof of Lemma[12
Lemma[I2]follows directly from Lemmas[T8]and[T9]

Lemma 18.
L e
P 31> 1, 2 € {~1,1} such that Explore( ) = True, and x € X( %) such that dlﬁ -
—w* Rz

Lemma 19.

1
P 3l > 1 such that Explore( ) = True and @ﬁf — WP g 5

C.7.9 Proof of Lemma[13

To prove Lemma E, we rely on the following key lemma. This lemma proves that on F, i.e. when
the error bounds hold, the algorithm never eliminates the best action or the best group.

Lemma 20. On the event F, for all =* € argmax, c y x"y* and all | such that Explorel(ZX#) =

True, x* € Xl(jxl ) Moreover, on the event F, for all | such that Explorel(o) = True, there exists

x* € argmax, ey x| y* such that #411 £ — 2,0,

Let! > 1 be such that Explore(zx ) = True. Then, on F, z* € X, (zx#) by Lemma Moreover, for

11
allz € X, l(fl ), by definition of Xl(erl ', we have that on F

which implies that

A e B TR T

Zot Ryt
Thus, on the event F, for all x € Xl(ZX#)

(z* —z) 7" < 5,

which proves Equation (13). To prove the second claim of Lemma @, assume that for all 2’ €
argmax,c y 2T y*, Zy% = z,# (when this does not hold, the second claim follows from Equation
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) = True. ByLemma Lon 7, 2* € X" and

(—2g#
l

(13)). Now, let [ > 1 be such that Explore
Zz‘* 0. Then, the algorithm is unable to determine the group containing the best set during the phase
1

) ,
Expl(o_)l, 5o there must exist ' € X~ *") such that
I:>c|< li%#) I:I, 2x#)

z =1 T h

oS —Zgt ‘Eztlzx#) JFQZ:C“‘Eﬂ:l e
=1

Zx# ) _ ,7* L1

=1 § +221“¢E§if1+46171.

=1
2y# ) _

Zoh

It follows that

1 ,|1|:| e Elzl ) :tl
- At w* - &) Rt =1

¥ —x
w*
I:] El:] 1
’Y* < sz#dzfifl + 6€;_1
. (56)

2z,#
On F, this implies that
* — 1
22# w
- 1
(x* —a') 7" < 224 cﬂfil)l —w" +66_1 < 8¢_1 = 16¢
Moreover, for all x € Xl( =*) we have (ag%— az) é}zlz x*) < 3¢, so following the same lines as
ith (56),

o)
-
< 5¢;. Combining this bound with we get

(z* —2)Ty* < 21¢.

for the first claim, we get (' — z)
max
eals

This concludes the proof of Lemma T3]

C.7.10 Proof of Lemma[14]
Forz € {—1,+1} and [ > 0,
|—(—7| |—2€d—!— 1 I%I(l +1) o
log 3 + |supp(7rl(z))\.
Now,supp(r(®) < (L2 gng ':"u SR
Ei%? 2(d+1) El(l+1) (d+1)(d+2)
< 1
. (@) < € ) + 2
which proves the first claim of Lemma|[T4]
To prove the second claim, we bound the regret for bias estimation at stage [ as follows. On F, we
have A, < Allorall z € X and% > 1; j
o (2)Ar < Hy (@Exl
reX reX . . Il:ll 1 1
Ly () = [ log LG ]

Recall that fi; is the ptimal design, and that for all z € X, i
+
I;l @+ 2| supp(s;”)|

Since < 2forallx € X, we have
6&@£¥§
6l

Hy
zeX reX
E?+ fn(@) AL 2(d 1 1).

and|supp( )|<d+1 sO
o (2)Ap <

1
) A=

By definition of fi;(x), we have that
reX
I:I

It follows that, on F,
Ky



C.7.11 Proof of Lemma[13]

For the first claim, we rely on the rleill lemma. =
Lemma 21. Letusset{, =max [>1:x € Xl(_l) U Xl(l) . On F, we have for anyl > 1

1. § A, + 16¢; for all x € Xl(_l) U Xl(l) (i.e. for all x such thatl < £,);
2. if A, > 2le then l, <1;
3. e, <Agforallz e X.

Lemmall5|relies on the following remarks : if A, A’ are such that A, < A/ for all z € X, then by
Lemma|8| (i), x(A) < (A’). Let us now prove that forall | > 1 and all z € X, ALI< 513(A Vv ¢)).

Case¢; > A,.On F,wehavel < ¢, — 1 according to the third claim of Lemma So, on F,
A< A, + 166 <17(A, V).

Case ¢; < A,. Then, on Z we have 32¢;,5 < A, and so ! + 5 > ¢, according to the second claim
of Lemma Hence, on F, according to Lemma we have
A<  nax AL~k < AL+ 166, 5

< A, +512¢, <513A,.
Thus, foralll > 1landall z € X,
ATl< 513(A Vv ¢).
1 1
Now, let N=1 pwe M e;ir+1V(u)+ed+1 > 1 the measures ;o admissible for estimating w*

with a precision level 1. Note that for all a, b, c > 0,

€d+1

(1+ab " H(cvb)=(c+cab ) V(a+b) >cV(a+b)>cVa. (57)
Using Equation (57) witha = A, b= dc=c¢, that
sing Equation with a 7 and ¢ = ¢, we see tha
kK(AVe) = min p@)(AzVe) < (1+e/7)min u(@)(A,V7)=(1+¢/T)s(AVT).
ue.}\/l z HEM z

Using Lemmatogether with AL1< 513(A V ¢), we find that

k(ALY < 5136(A V) < 513(1 + ¢ /7)R(A V 7).
This proves the first claim of Lemma T3]

To prove the second claim, we use Lemmal:and the fact that for all x, > ¢;. Moreover, on F,
ALl> A, forall z € X. Then, k(AYE> k(e V A) by Lemmalm

C.7.12 Proof of Lemmas[16]

To prove Lemma@ let us consider [ such that ¢, < . According to Lemma@ on F we know
that zl-7£ —z#. When 251= 2.+, then we also have zﬂl = z,# and the conclusion follows

immediately. Let us consider now the case where 0. By definition of A, for all = X (= Z*# ),

(z* — x’)Tfy* > A

This implies that
1 Ii%#) L1 1 )

dlfﬁ#) —zmndlélﬂl) > max zx# —i—zw#dlﬁ])

Zot weXl(iﬁlz x#) T Zg#
- li% _7 — E%'-{ﬁlz*” —
+ min Ze#)
—w* eX($Z #) 2k OJ*—(E;:' x
1+1
|:|

+AL 4 22 W — dlﬁ
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On F, it follows that
1 Ii%#) L1 1 II'%) L1
X X
s E ) —zz#dlﬁ—Qq > max E 2#) +zw#aﬁﬁ—6el+A¢.

($zy#) — 2t
IE‘XIH X z

When A > 8¢, this implies that zL—=—=1..

C.7.13 Proof of Lemmas[10 and

We prove Lemma|[I0] The proof of Lemma [I7]follows by noticing that the two actions sets are equal
up to a permutation of the direction of some basis vectors. To prove Lemma[T7] we rely on Elfving’s
characterization of c-optimal design, given in Theorem Theorem shows that for 7 € Pl d+1}
to be e441-optimal, there must exist £ > 0 and ¢ € {—1,+1}?*! such that

L 1
™ = 1
1<i<d+1
2
0 = mG—-(1- W)WdJrlCdH

Vi € {2, ...,d}, 0 = m(
1 1
t = miGi — G-
1<i<|d/2] ld/2]+1<i<d+1

Solving this system, we find that =2 = k... Note that the unicity of the solution for the corresponding
probability measure 7 guarantees that tey41 belongs to the boundary of S.

C.7.14 Proof of Lemma[11]

For a given parameter v*, let us denote by A; the gap corresponding to the action ¢. To compute x(A),
we could want to rely on Lemmal9)to firehtheA-optimal design, corresponding to the e4.41-optimal

1/2 2

design on the rescaled features A, hoy

. Theorem [5|indeed allows us to compute such a design,

as seen in the proof of Lemma|[I0] Unfortunately, we cannot rescale the features using the true gaps,
since A+ = 0. To circumvent this problem, we rely on the following reasoning :

1. We use Lemmalgand TheoremEto compute the design uAVf for € € (0, Apin); and the
corresponding regret (A V ¢);

2. We find the value of x(A) by noticing that € — «(A V €) is continuous at 0.

1/2

For € € (0, Apin), define A = A Ve, andZ = A, ' “x. Let 7 denote the eq+1-optimal design for

the rescaled features Z, and let 5, denote its variance. Then, Lemmalgl ensures that k(A) = R;.

Now, Theorem [5|shows that there exists ¢ € {—1, +1}9+1 such that
1

T o= 1
1<i<d+1
—| 2 _ ——1/2
0 = mGA " —(1- W)Trd-&-lcdﬁ-lAd—i—l
. _ L =—1/2
Vie{2,..,d, 0 = WzCzAz
{ }1 2 ~—1/2 L1 ——1/2
RV = miGA; T — TG,
1<i<|d/2) ld/2)+1<i<d+1
and 7,/ 2e441 belongs to the boundary of S. Solving this system, we find that
1
9 AoL2
WB)V — = Y .
* 1+t 1.2 Z_l/QZI/Q
NCTES! d+1 1
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As in Lemma[I0} the unicity of the solution for the corresponding probability measure 7 guarantees
that 7, ~*/?e441 belongs to the boundary of the Elfving’%t. NOIW:I € < Apin, SO

2 —1/2
K(B)V2 = k(A Ve V2 = /! o

A~ 1/2 1/2

2
L+ l_mﬂ d+1

The fourth claim of Lemmaensures that k(A Ve) — k(A). Therefore,

e—0
o, 0, 21
, =l
k(A) = tim L™ L o (Wt D Aan
e—0 1 _|_ 1 _ ﬁ Adi{Qel/z 4

C.7.15 Proof of Lemmal[l§

Recall that &, = v, — :f% T#gw". Forl > 0and z € {—1,+1}, when Explorel(z) = True, the

least square estimator e is given by

%:' i T e B S, - [ = i = i I

_ Vl(z) Tt Y re Tt
z w* Zaq
teExp(”)
e ML B e Bl
_ e Tyl Ty &
tEExpl(Z) n
- 1 ]
where V¥ is a generalized inverse of V,'*). Since V) V/*) * v*) = V(*) multiplying the

left and right hand side of the last equation by V(z) we find that

L1 1
v;(z)%V* . [ |:|:'

(2) o
tE€Exp,
I I . 1 [
By Lemma forall z € Xl(z), ¥ €Range VI(Z) 50
LI 111
(2) /(2 L% x
Vit v = : (59)
2z 2z
Then,
o | | = 0
e SR R B
(Eﬁ —w* Zx dZﬁ) — w* Zy
I 5‘ 11
= ¢ A4S I;]V(Z) V(z) g
! 1 &
2y Zx
teExp”)
L L1 1
¢ (2) L
= ‘/l gtv
@ Fm Fz

tEExp,

where the first and third lines follow from Equation (59), and the second line follows from Equation

(58). By definition of our algorithm, conditionally on Xl(z) and Explorel(z) = True, the variables
(&) reExpl?) ATC independent centered normal gaussian variables. Then,
v |

- —
RS- — B L LA

L1

L1
| I )

CITITH]

[
Kl(l+1)
5

| xT Tt
|X(Z) Explore(z) =True dzfj — 2x 2 tGExpl(Z) Zxy Vvl 2x 1Og
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@ED mm@' |:||:_||:| |:||:||:n:||:;||:| A1

Expanding o b : : ! * , and
Xt X X X t X t X
using the definition of VEZ), we find that B
! .= (2) () 1(2) Rl(i+1)
- x — x z z z x
P|X(Z) Explore(z)—True m,w# x [T 2 2x VE ‘/l VE 2x log -5

which in turn implies (uls:in Equation (59))
=T

|X|(Z) , Explorel(z) =True (’E:j —wt 2x

P

kl(l+1) 5
2 Ez—“—%( ) #, < kIL(14+1)

Now, using LemmaE|and the definition of 17, we see that for all x € Xl(z),

L 101 L 11
T (2) II‘ T < €l2
2z ! ze — 2log(kl(l+1)/6)
Finally, for all z € X,
H E —
m o .
P\/\Q(Z),Explorefz):True ! M (I,Eﬁl) — w* Zy €l

9
()

i -7 e ukl(l—kl) B)
< ]P) z z I I * 2 _:I; 1 .
— \Xl( ),Explorel( ) —True = (,Eﬁ) —wr 2 . \/](Z)#+ 0g K} — kl(l + 1)

Integrating out the conditioning on the value of X, l(z) and Explorel(z)

the desire result.

and using a union bound yields

C.7.16 Proof of Lemma[19]
The proof is similar to that of Lemma If Explorel(o) = True, then diis defined as

— e
e A
drt Tl © 2y w* ! Ry

tE€Exp,

11

Since *

, Spans R*1, 11 is finite and e4,; € Range (V(f;)). Then, according to Lemma E,
e

for every round [, we have e4,1 € Range Vl(o) , SO Vl(o) VZ(O) €d+1 = eq+1. This implies that

) —
‘Eﬁ_w = eay1 V) &t

Za,
t€Exp”)

(0)

By definition of our algorithm, conditionally on Explore; ’ = True, the variables (&) tepxp® AT€
!

independent centered normal gaussian variables. Then,

1 I:I

] ) o
I +1)
Jy‘fw*ﬁz ) efor VL log Q*

(2) Zay

P ©
|Explore,

=True

tEExp

Using again V(O) V(O) ed4+1 = 6d+1 and the definition of VZ(O), we find that
— @
FE I R e T £ ;
\Explore =True —w 2e €d+1 €d+1 log K} < l(l 1) ’ (60)
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Now, Lemma and the definition of ul(o) imply that
eT V(O) Iiled 1 < #
d+1 M = 21og (I(1+ 1) /6)

Finally, Equation implies that

%ﬁ °
P —w* <
[Explorel® =True e (I

Using a union bound over the phases Expl(o) yields the result.

C.7.17 Proof of Lemma[20]
To prove Lemma 20¥ we begin by showing that it is enough to prove that for [ > 1,

F1D Jz* € argmax x4 :ExplorelzX#) = True and 2 ¢ lel#) (61)
rzeX
11— € 1
— = (5x) (2)
Jo* € argmaxx ' v* : Explore,”’ = True and a* ¢ Xpe]
1< TEX
I
Explorel(o) = True and Vz* € argmaxx' v*, ) = —z,¢

rzeX

: (1) _ (2x#) _ * (2x#)
Indeed, dle:n(l)tlng F 7= da* € argmax,cy z Ay : Explore; = True I%Id r* ¢ X7 and

}-l(z) = Explore( ) = True and Vz* € argmax, .y T Ty Ay = —2+ |, we see that Equation

(61) would then be rewritten as
1 1
CEd— | 1 1
Ao Y I

I_IT/@I U

which implies

|:|
?D =l ﬁ_fl_l—l@r I%l—lj_—tp Ferl _}_1) f(2>|:|
! I_it‘l - Foe 2 ”’IIIP l

>1 >

>1

Then, Equation (61) would imply that
[ sy [ e R e S B gy e | I% 1
F = F C ]:l(l) ]:Z(Z) _ ]:l(l) 7

)

>1 1>1 1>1

1
g

1
thus proving Lemma [20. To prove Equation (61), we show that both ]-"l(l) and e ]-"l(/
imply F;.

If .7-"l( is true: then dx* € argmax,cy : Explore(zX ) = True and z* ¢ Xl(fl# ),

Without loss of generality, assume that [ > 11i 1s the smallest integer such that Explore;

and z* ¢ Xl ) Then, necessarily z* € X #*) (because either | = 1, or Explorel( ) — True).

Now, because * € X, ")\ X0 () there exists = € ") such that

(x — x*)T‘Eﬁ#) > 3¢
A — > @) + 6.

Recall that by definition of 2*, (y*) T (z* — ) > 0. This in turn 1mphes that

- Eﬁ%#) L |
l’

+ €.

Zg# — w* dlfff — w* :
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ot o gmbd
The last equation implies that either dilfﬁ , >eqor di‘ﬂ , < —e€, which
X — W X — W

in turn implies ;.

If %: .7-"l(o/1) I%Z) is true: then Explore( ) = True and Vz* € argmax,c y ", zl‘Hzlzmw.
Moreover, for all I’ < [, Explorel(of;x ) — False or 2* € X, (31 ).

Note that this case can only hold if all optlmal actions x* belong to the same group z,+. Without loss
of generality, assume that [ > 1 is the smallest integer such that Explorel(o) = True and zl*lH:zz#,
and for all I’ < I, Explorel(uf,x#) = Falseor z* € Xlg/il:l) Note that because Explore(o) = True,
necessarily Explorel(nf,x#) = True for all I < [, and in particular z* € Xl(jxl ),

Then, there exists z € XI(HZX ) such that

— 2 djlj # + 2Zw#(£ﬁ > 4e;.

Recall that all optimal actions x* are in the same group z,#, so (y*)T (z* — x) > 0. This in turn
implies that

= E’%Z*”*’y* |:'I:I z%
+2zm#(di§3?

*
—w") > 4¢.
— 2t CE;:'ZX#) — w* gt w* ) = =4
L1 A x#) L] [ #_ g
The last equation implies that either 7: P > €, or Zm# T e S

—€], OF Zg# (dl,@ — w*) > ¢, which in turn implies F;.

C.7.18 Proof of Lemma 21]

The first claim holds for [ = 1. For [ > 1, for any « € XZ( Yy Xl(j)l, we have AL < A, + 8¢ on

F according to the definition of A and F. The first claim then follows.

For the second claim, Lemmalﬁ gives that, on F, A, < 2l¢ for any z € Xl( Vyax®. so

I+1°
A, > 2l¢; implies z ¢ Xl(Hl) U X(l)l and hence [ > ¢, on F.

For the third claim, we notice that

max (az»— a;) Té@) > 3ey, ,
’J/EX(ZX)

since © ¢ Xy, 11. Since the left-hand side is smaller than A, + 2¢,, on F, we get A, > ey, .

D Extension to M groups

Model We extend the biased linear bandit to Z groups, denoted Z = {1, ..., Z}. The evaluations
are given by

ye=a{y+Z W + &,
where Z, is the z,-th vector of the canonical basis in RZ ,and w = {wy,...,wz} € RZ is the vector
of biases. Note that for the m@l @pe identifiable, we must assume it does not contain an intercept.
For x € X, we denote a, = sz . To ensure identifiability of the model, we further assume that the

set A = {a, : x € X} spans R4TZ,

Estimation of the biased evaluations Adapting the G-EXP-ELIM routine to the multiple group
framework is rather straightforward. Note that this routine can be used as is to eliminate within-group
sub-optimal actions. The actions of each group span a sub-space of dimension d + 1, so the G-optimal
measure is still supported by O(d?) points. Moreover, the variance corresponding to this G-optimal
design is still d + 1.
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Estimation of the bias By contrast, the bias elimination routine must be modified in order to handle
Z groups. At each phase [, we denote by Z; the set of groups that have not been eliminated yet. If
more than one group remain in Z;, we compute the difference w; — w, for all group 2 remaining in
Z; with precision ¢; /2 using a modified A-ExP-ELIM routine, which we call A-MULT-EXP-ELIM,
described in[5. This routine samples action according to the distribution /.., where for any groups
z # 1, we defined p, as the solution of the problem
1 -
migtljirlngég w(x)A, suchthat  (eqr1 —eqrs) V()T (ear1 — edqrs) < 1(62)
PEMET M-

We also define £.{A) as the corresponding regret :
1
EA) = pz(7) Ag.

€T

Note that the support of the distribution p, is at most of size d + Z. This two-by-two comparison
allows us to compute, for each z, 2’ € Z;, the difference of bias w, — w,»= w; — w,%— (w1 — w,)
with precision level ¢;. Then, we can use these bias estimates to eliminate groups that are sub-optimal
by a gap larger than 4¢;. Again, we rely on estimates of the biases and of the biased evaluations

obtained during the previous round to update the estimate of the gap vector A

Algorithm 5 A-MULT-EXP-ELIM (X, Z, (X G - A )
1: forz € Z,z# 1do

2: Compute A-dptimal design /i solution of ti on X, with |supp(fi.)| < d+ Z
3: Sample [nfi,(x)] times each action a, for x € X
4: Compute &y + & = (ege1 — ed+z)THhere did the ordinary least square estimator
5: for z € Zand w € X?) do 1h) a] L+ (A &) L
6: forz € Zandz € X do A2 A MAX o z e p(z% b — Thel+ de
7: for z € Z do
8 if max max, al 6D 4 (- dd) > max a] 0G4+ (- o)+ 4ethen Z + 2\ {2}
2 Zrex(z reX(z
9: return Z and A
Stopping criterion We denote by &z](ALl = /E(] the regret for estimating the biases
z€Z) ,z#1

L1
atphase . If ¢ < #kz)(ADllog(T)/T ., bias estimation becomes too costly, so we sample the

empirical best action for the remaining time. The FAIR PHASED ELIMINATION FOR MULTIPLE
GROUPS algorithm is presented in [6]

D.1 Worst case regret

Before analyzing the worst case regret of Algorithm @ we introduce a new quantity, £..,ldefined as
1

: T
k.= min (earr —ear=) (V(m)" (eayr — ear=)-
z2€EZ z#1 ﬁEPed+1 $eqsz

Note that forall z € Z, z # 1, and [ > 1, we have @( < 24,

Claim 1. For the choice 6 = T~1, there exists an absolute constant C' > 0 and a constant Tm Z.dk

depending on k), Z,d, and k such that the following bound on the regret of the FAIR PHASED
ELIMINATION FOR MULTIPLE GROUPS algorithm|[6] holds

Ry < CZ (BJog(T) P T**  for T>Tg ;.0

Sketch of Proof. We sketch here a proof of Claim [I, highlighting the main differences with the
two-groups setting. We begin by introducing some notations.
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Algorithm 6 FAIR PHASED ELIMINATION FOR MULTIPLE GROUPS
input: 5, 7, X, k = |X|, ¢ =227 forl > 1
initialize: Al (2,...,2),1+ 0,2, = Z
for z € 2, doXl(Z) —{x:z, =2}
while the budget is not spentdo [ +— [ + 1
for y§2Z;do [ 1 ] 101

P F LA

0G4« G-Exp-ELim X7, A og MG g
if |Z;| > 1 then
1
Compute £z](AD = A(AD),
1 ZEZ ,zF#
9: if ¢ < kz)(ADlog(T)/T ~ then > Stop bias estimation
10: Sample best action in U¢ z, Xl(j)l for the remaining time
1 else— -] - - N
12: Zi1, ABL  ACMULT-EXP-ELIM X, 2, Xl(j)l, ,ALIS 10g ZUED g,
|

ZEZ

1 G
Notations We denote by Ly the largest integer [ such that ¢; > 2/@3 log(T)/T . For z € Z,

we denote by L2 the last phase where ptimal Exploration and Elimination is performed. We
denote by Exp-Gl(z) the time indices where G-exploration is performed on Xl(z) and by Exp-Dl(Z) the
time indices where A-exploration is performed at phase [ for estimating the difference w; — w,. We
also denote by Recovery the time indices subsequent to the stopping criterion, this set being empty
when the stopping criterion is not activated.

1 Eﬁ
We define a "good" event F such that for all z, 2’ € Z and all x € Xl(z), the errors % 0* —

and |(w} — wiw) — (&L — (&)kw)| are smaller than ¢; for all [ such that these quantities are defined.
In the following, we use ¢, ¢’ to denote positive absolute constants, which may vary from line to line.
With these notations, we decompose the regret as follows :

1 1 1 1
T T
Rr < 2TP(F)+ E‘f (" —x) v + E‘f (" —xy) v*
<Lt 2€214cE _G(Z) I<L' z€2 ,2#1 Exp-D{?)
1 teExp h_ﬂ O 1 te x;|)_|_'_| O
RS R%
— T - T
I 1 || 1 T 1 T
+E 7 (" —x) "+ (" —a) 7"
I>Lt +12€Z‘t€Exp—G(Z) tERecovery
[ ! [T11 ]
R?EC

Bound on TP (F). Using arguments based on concentration of Gaussian variables, we can show that
P(F) <271

Bound on R?. The analysis is similar to the two-groups setting. We can show that on F, only

actions with gaps smaller than ce; remain in the sets Xl(z) for z € Z;. The length of each G-optimal
Exploration and Elimination phase for one group is of the order (d + 1) log(kiT)/€?, so the regret
corresponding to phase [ is of the order Z(d 4 1) log(kIT')/¢;. Summing over the different phases,
we find that

R$ < c(d+ 1)Zlog(kLrT)/er, . (63)

Using the definition of Ly, we find that RS < ¢(d + 1) Z log(kLyT) k3% log(T)~1/3T/3.
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Bound on R%ec. On the one hand, the actions selected during the Phases Exp—Gl(Z) forl > Lt +1

are sub-optimal by a gap at most cer, on the event F. On the other hand, if the algorithm enters the
Recovery phase at a phase [, then

e < Kz), (AL )3T/ 10g(T)1/3 < 28071/ log(T)V/?,

so we must have [ = L™ 4+ 1 > Ly + 1. Therefore, all actions selected during the Recovery phase
are sub-optimal by a gap at most cey,, . Then, RZ¢ can be bounded as RF*¢ < cey, T This implies

in particular that REe¢ < ¢/ £/ log(T 1/5T2/3

Bound on R%. To bound R4, we introduce further notations. Let us denote by [y, ..., [ the phases
at which at least one group is eliminated, by S the sets of groups remaining at the beginning of
phase [;, and by Sg 1 the set of groups that are never eliminated. We also write [g, 1 = L. We

abuse notations and denote Exp—Dl(S) = Uzes Exp-Dl(z). Then, we see that
CI1T 1T 1

Ry < (z* —2) "%
ISRALISH yepyplS)

The rest of the proof is similar to that in the two-communities setting. We show that on ., A
for all [ > 1. Then, our choice of design /i1, at phase [ ensures that for i < R 4 1, on F,

— 'ﬁ(ﬂ(l @(J@erﬂ

(z* — act)T’y* <c

tEExp—DI(Si) Z€5i

for some constant ¢ > 0. Using arguments similar to the two-groups setting, we can sum over the
different phases [ < I;, and find that

(z* — xt)T’y* < c@(@) log(ZliT)/elzi . (64)

ISl epxp-D{S1)

By definition of 5; we have that £z] ( = /@( Now, the algorithm does not enter the
Recovery phase before phase /; + 1, so we must have
;2 < T%31og(T)~2/*kz) (ALY =2/3_ This implies that
C— 1T 1 L] L1
(@ —2) Ty < chz] (A3 1og(T)'/? +10g(2) T2

1<l teExp—Dl(Si)

We use that /@ < k.hnd sum over: < R+ 1 < Z, and we find that
R < C’Z/EIZ_LF log(T)'/3T?/3 for T large enough.

When T > TmZd’k for some Tm,z,d,k large enough, we find that Ry <
 ZETP log(T)V/3T2/3, O

D.2 Gap-dependent regret

Before stating the bound on the gap-dependent regret, we introduce further notations. For z € Z, we
denote A , = Imn AL, Az = min A, Apin = mingex\,# Ay, and ep = (mg(T)/T)l/g.
1Zx

TizF
Then, we claim that the following gap-dependent regret bound on the regret of Algorithm [5]holds.
Claim 2. Assume that x* € argmax,c y x " y* is unique. Then, there exists an absolute constant
C > 0 and a constant Tm Z.dkAg Ao depending on &)k, Z, d, k, Amin, and (A ;) z4.# such
that the following bound on the regret of the FAIR PHASED ELIMINATION FOR MULTIPLE GROUPS
algorithm@holdsfor T>TE 7 garn

Amin
1
1 1 1
Ijﬁ?—ZIA\/A;ﬁZ\/&?T Ko# AVA#\/&?T
Ry < Cliv B + Ay Dled(T).
min e #,2 #
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Sketch of Proof. We sketch here a proof of Claim [2. We begin by introducing some notations.
%}tq'ﬁns We ne a "good" event F such that for all z,2’ € Z and all z € Xl(z), the errors

0r— 8 Band [(w! —wh) — (@ — (@9
quantities are defined. For each group z € Z, we denote by Exp—Gl(Z) the time indices where

G-exploration is performed on Xl(z). For z € Z, z # 1, we denote by Exp—Dl(Z) the time indices
where A-exploration is performed at phase / to estimate the difference w; — w., and by L(*) the
last phase [ such that z € Z; and bias exploration is performed at this phase. We denote by L®
the last phase [ where bias estimation is performed. Moreover, we denote by S the sets of groups
eliminated before the stopping criterion is activated, and write S = Z \ S. We abuse notations and

are smaller than ¢; for all [ such that these

denote Exp-Dl(S) = U,es Exp-Dl(z). We also denote by Recovery the time indices subsequent to the
stopping criterion, this set being empty when the stopping criterion is not activated. In the following,
we use ¢, ¢ to denote positive absolute constants, which may vary from line to line.

Fact 1 Let /A, be the largest integer such that ¢, 2 CALin for some well-chosen absolute

constant C' > 0. Similarly to the two-groups setting, we can show that on the good event F, no more
than [a,,, G-optimal Exploration and Elimination phases are needed to find the best action. For all
phases ! > [a,,, , the algorithm always chooses x*, and suffers no regret.

Fact 2 Similarly to the two-groups setting, we can show that on the good event F, for each phase
l, ¢ (A V ¢;) for some constant ¢. Moreover, for all | < LA, all groups z # 1, and all 7 > 0,

I IAD < e AV ) < e(1 + e D AZIA V 7).

Fact 3Forz € Z\ {2"}, letla, , be the largest integer such thate;, , > CA_ . for some well-

chosen absolute constant C' > 0. On the good event F, if ptimal Exploration and Elimination is
performed at phase [ > [a, , , and z € Z;, then the algorithm eliminates z at this phase. This implies

that L&) <, ,,and that L2 < a, .

Fact 4 We denote by Ly the largest integer [ such that ¢, > (2&.Jdog(T)/T )1/ %, Since 24k, 1>
foralll > 1 and all z € Z, we see that if the algorithm enters the Recovery phase, we must have
LT < LA, and €r! < €L NET.

Using Fact 1, we find that [h_leregret can be written as

1 ] 1
I:[l:l:l* T, :D:ll:!k _—
Ry < 2IP(F)+Ez (@ —z) v +Ez (" — ) ' v
l|§|! min zez‘teExp-I(ij_Zl_)l O T%SZSL(Z) tEExp_PI(_Zl)_l -
R§ Ry
1 1 1 1
I:]:* _ I:l* T,
+E = (@ =) 7" +Ez (" — ) v
lléfl tGEXP'DI(SI)—I—I—I - ﬁecovery ;I—I_I =
RAS Rz

T

Bound on R%. We rely on arguments similar to those used in Equation to show that
RE < c(d+1)log(klay, T)e, ' . Since e, > CApiy, this implies that

e(d+1)log(klay, T) < ddlog(T)

RE < <
Amin Amin

if T > k.

Bound on Rr? S, Usin% ar%uments similar to the two-groups settings, we can show that for all z # 1
(@ —2) 7" < k0D ) log (I T)e 2. (65)

I<L() tEExp—Dl(Z)
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Using Fact 2 with 7 = A_ , together with Fact 3, we find that
As 1 )
RP® <c¢  EIAVAL.)log(LPT)(AL.)72

z€S

Bound on R$ S + Rfr‘ec. If the algorithm does not enter the Recovery phase, then R?ec = 0and
S = {2*}. Then, the algorithms finds the best group, and the last bias exploration phase is performed
at phase max. £ L® < max..# ln, , = la, . Then, Equation implies that

RS < el AV Ay) log(LAT)(AL) 2.

If the algorj enters the Recovery phase, we can use again the same arguments to show that
R%’S <c ) log(1 ) T)GZ(QZ) . Using Fact 2 and Equation (63)), we find that for 7 = €, ,
2€8

AT L1
Ry <c¢ kA Ve )log(ly T)
z€S

2 cl@A\/GL! )IOg(ZL! T)
= 3 .
€L!

€q

Since all actions selected during the Recovery phase belong to U, g4 l(z), on F these actions are
sub-optimal by a gap at most ez 1, so RF¢ < ¢Te; ;. Now, since the algorithm enters the
Recovery phase, we must have e ,; < (@AL! 1) log(T')/T)/3, which implies that

Al AE +1) log(T)
- .

R?ec S
€L 41

Together with Fact 2, this implies that

g A Ve )log(T
R%,S +R¥ec S C’@ €€2L ) Og( )
!

On the one hand, Fact 3 guarantees that, since we entered the Recovery phase before eliminating any
group in .S, we must have 1A < minzeg\{z#} Ing ,»80€p > cmax, g A . On the other hand,
Fact 4 ensures that e;; < ep. Thus,

LA ver)log(T)  chzal(AVer)log(T) '

R + R < +
A ,)? A)?
seB\4) (Azz) (Ax)

Conclusion Combining these results, we find that

Br<c —4_ L&A vA,,)vEIAVEer) N (A V AL) V(A V er) (ol (T)

. 2 2
Amln sl (A;é,z) (A?é)

when T > k. Using Lemma we get that £.0A V AL) V AJA Ver) < £ 0AV A, Ver), which
concludes the proof of the results. O

58



	Introduction
	Related work
	Contribution and outline
	Notations and additional assumptions

	Fair Phased Elimination algorithm
	Optimal design for parameter estimation in the biased linear bandit
	Outline of the Fair Phased Elimination algorithm

	Upper bound on the worst-case regret of Fair Phased Elimination
	Upper bound on the gap-depend regret of Fair Phased Elimination
	Lower bounds on the regret
	Lower bound on the worst-case regret
	Lower bound on the gap-dependent regret

	Conclusion
	On the geometry of bias estimation
	Bias estimation as a ed+1-optimal design problem
	Interpretation of * in terms of separation of the groups
	Comparison to the conditioning number
	Comparison to the worst-case alignment constant
	Optimal bias estimation against the worst parameter
	Additionnal results the -optimal design
	Computation of G- and -optimal design

	Detailed Fair Phased Elimination algorithm
	Proofs
	Outline of the proofs
	Outline of the proof of Theorem 1
	Outline of the Proof of Theorem 2
	Outline of the Proof of Theorem 4

	Proof of Theorem 1
	Proof of Theorem 2
	Proof of Theorem 3
	Proof of Theorems 4
	Extension of the gap-dependent lower bounds to d=2,3
	Auxiliary Lemmas
	Proof of Lemma 1
	Proof of Lemma 2
	Proof of Lemmas 3 and 4
	Proof of Lemma 5
	Proof of Lemma 6
	Proof of Lemma 8
	Proof of Lemma 9
	Proof of Lemma 12
	Proof of Lemma 13
	Proof of Lemma 14
	Proof of Lemma 15
	Proof of Lemmas 16 
	Proof of Lemmas 10 and 17
	Proof of Lemma 11
	Proof of Lemma 18
	Proof of Lemma 19
	Proof of Lemma 20
	Proof of Lemma 21


	Extension to M groups
	Worst case regret
	Gap-dependent regret


