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A Overview of Dataset Contents

The ActionSense dataset contains high-resolution synchronized data streams from a suite of
wearable sensors, environment-mounted sensors, and ground truth labels. A summary of the dataset
is provided in Figure 1. This dataset label follows the structure proposed by [1, 3], and the remainder
of the supplementary materials addresses the additional questions suggested by this framework.

A.1 Dataset Size

The current dataset contains 10 subjects, and is actively growing with a target of containing approx-
imately 25 subjects. It currently spans approximately 778.0 minutes of recorded data, averaging
77.8� 16.4 minutes per subject. Approximately 543.5 minutes of that time is occupied by performing
kitchen activities (55.6� 13.7 minutes per subject), while the remainder is occupied by calibration
routines. In the current dataset, data for one of the subjects only contains camera data due to an
anomalous technical issue with the wearable streaming, although the data can still be useful for
computer vision pipelines. The remainder of the dataset statistics focus on the other 9 subjects. In ad-
dition, the last 5 subjects performed the experiments without �nger-tracking gloves or tactile sensors;
these provide examples of unobstructed hands that can be useful for computer vision pipelines, but
future experiments will use all sensors.

The dataset provides synchronized labels as ground truth data, spanning 20 unique activities. Of
the time spent performing activities, 64.9% of the data has ground-truth labels entered in real time
during the experiment. This leaves approximately 19.5 minutes of unlabeled data per subject, or
0.98 minutes per activity per subject; this generally represents the time spent providing instructions
between activities.

Table 1 summarizes the number of instances and durations of labeled activities across 9 subjects. Note
that some labels can be further segmented into sub-tasks in the future via manual post-processing
or auto-labeling pipelines based on subsets of the sensors; for example, the dataset currently labels
slicing a cucumber as a single activity, but individual slices could also be labeled either manually or
via sensors such as audio.

Figure 1 presents additional information regarding the dataset size and contents. It includes the
typical �le sizes expected for the wearable and environment-mounted sensors.

A.2 Data Formats and Organization

A.2.1 Wearable Sensors

Data from all wearable sensors is organized hierarchically into a singleHDF5�le [ 6]. This is a
cross-platform �le format that can be used with multiple programming languages including Python,
Matlab, Java, and C++. Data is organized according to devices and then streams. Each stream
contains at least 3 entries: the data, timestamps for each row of the data as seconds since epoch, and
timestamps for each row of data as a date-time string. Streams may also choose to include extra
entries, such as timestamps generated internally to the sensor that can be used during post-processing.

Table 2 summarizes the data streams and organization for the wearable sensors and labels. It includes
the typical sampling rates achieved, the data size whereN is the number of timesteps, and the
metadata that is embedded within theHDF5�le. Note that this �le format is also easily modi�able,
making it amenable to such tasks as �xing or re�ning labels and adding new sensors.

A.2.2 Video and Audio Data

Five FLIR GS2-GE-20S4C-C cameras are positioned as shown in Figure 2. The data from every
camera contains raw sequential images, a list of frame timestamps, and a generated video. Each image
is named as, for example,frameXXXXXX in which XXXXXXis the image index. The data from the
Intel RealSense D415 depth camera contains point cloud data and raw color images. The depth data
is streamed using thePointCloud message type de�ned in the ROSsensor_msgs package [10].
Data is provided using this structure as well as additional �le formats and representations.
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ActionSense Dataset Facts
Dataset ActionSense

Motivation

Summary A multimodal dataset and recording framework emphasizing wearable
sensors and synchronized ground-truth data to record humans performing kitchen
tasks
Example Use Cases Analyze human behavior, train learning pipelines, teach
robots
Original Authors Joseph DelPreto, Chao Liu, Yiyue Luo, Michael Foshey, Yunzhu
Li, Antonio Torralba, Wojciech Matusik, Daniela Rus
Original Funding Gwangju Institute of Science and Technology (GIST)

Metadata

URL https://action-sense.csail.mit.edu
Keywords Wearable sensors, multimodal, activities of daily living, kitchen
Format .hdf5, .csv, .mp4, .wav, .raw
Ethical review Approved
License Creative Commons
First released 2022

Wearable Sensors

Body Tracking Xsens MTw Awinda
Finger Tracking Manus Prime II Xsens gloves
Eye Tracking Pupil Core headset
Muscle Activity Myo armband
Tactile Data Custom hand sensors

Environment-Mounted Sensors

RGB Cameras FLIR cameras
RGBD Cameras RealSense depth camera
Audio Omnidirectional and directional microphones

Labeled Activities

Peeling Cucumbers, potatoes
Slicing Cucumbers, potatoes, bread
Spreading Almond butter, jelly
Opening/Closing Screw-top jar
Pouring From pitcher into glasses
Cleaning Plates and pans with sponge and towel
Fetching Tableware, silverware, and food from cabinets, drawers, and refrigerator
Dishwasher Loading, unloading

Subjects

Target count Approximately 25
Current count 10 as of July 2022
Gender 70.0% Male
Hand dominance 90.0% Right
Eye dominance 70.0% Right
Age 27.3 � 3.7 years

Data Size

Total duration 778.0 min
Activity duration total across subjects, average across activities 16.2 � 13.1 min
Wearable sensors (non-video): average size per subject 4.4 GB
Eye-tracking video: average size per subject 20.7 GB
5 RGB cameras: average size per subject 1 TB (521,100 frames)
RGBD camera: average size per subject 345 GB (63,540 frames)
Microphones: average size per subject 6 GB

Figure 1: A dataset informational card forActionSense , constructed based on [1, 3].
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Table 1: Counts and Durations of Labeled Activities

Two microphones are positioned as shown in Figure 2. The overhead microphone is omnidirectional,
while the sink-level microphone has a cardioid pickup pattern. Audio data is streamed at 48 kHz
as chunks of 2,048 samples, with 2 bytes per sample. The dataset includes audio data from each
microphone as an uncompressedWAV�le. Timestamps for each chunk of audio data is included in an
HDF5�le, which also contains metadata about the data format and interpretation.

B Dataset Publishing and Usage

The dataset, code, and instructions will be made available for researchers using long-term hosting and
accessible licenses. The hosting is approached in two tiers: an easily updateable MIT-based storage,
and archival third-party services.

A front-end website is being created to describe theActionSense project, stream data visualiza-
tions, explore or download the data and code, access instructions for using the data or recording
framework, and download desired subsets. It is hosted on MIT CSAIL servers in storage space that is
intended for long-term persistent websites and maintained by the infrastructure team. The website
acts as a portal to point to all relevant visualizations, data, code, and instructions.

Regarding the dataset itself, CSAIL-based storage offers suf�cient space to hold all collected data,
which can be up to 2 TB per subject including video data, and is thus the main storage repository.
This space is maintained by the CSAIL infrastructure team, and is intended for long-term storage and
data publishing. It is also easily accessed and updated by the research team, allowing new data to be
added as it is collected. This storage thus allows the dataset to be both dynamic and persistent.

In addition, third-party archival services will be explored once the dataset nears its �nal size. While
storage limits may preclude including raw frame image data, they should be suf�cient to include all
wearable data, split or compressed audio data, and split or compressed video data.

Code will be made available via GitHub [4]. In addition, third-party services for archival code reposi-
tories will be explored. The code includesReadMe�les describing the code structure, installation,
and usage.

The data will be available for use under a Creative Commons license, such as a CC BY-NC-SA 4.0
license [2]. Code will be available under an open-source license, such as the MIT License [9].
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Table 2:HDF5File Organization for Wearable Sensor Data and Ground-Truth Labels
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B.1 Intended Uses and Ethical Considerations

The dataset and code are made available for research purposes. Anticipated use cases include extract-
ing insights about how humans perform common tasks, analyzing how various sensing modalities
relate to each other, analyzing how various sensing modalities relate to speci�c tasks, and training
learning pipelines that can help teach robots to assist or autonomously perform tasks of daily living.

While subjects consented to having their video and audio included in a public dataset, no attempts
should be made to actively identify the subjects included in the dataset. The data should also not be
modi�ed or augmented in a way that further exposes the subjects' identities.

When using the dataset, societal and ethical implications should be carefully considered. These
include safety, privacy, bias, and long-term impact on society. If using the data to train robot assistants,
immediate safety of any nearby subjects should be carefully considered. In addition, if the new
pipelines use similar personally identi�able sensors asActionSense , then the privacy of any new
subjects should be preserved as highly as possible and clearly described to the subjects; this includes
how the new learning pipelines store and process any video or audio data.

In general,ActionSense is intended to be a tool for developing the next generation of wearable
sensing and robot assistants for the betterment of society. Endeavors using its data or framework
should consider the long-term implications of the application. For example, robot assistants have
the potential to improve quality of life and mitigate unsafe working conditions, but they can also
result in job displacement that could negatively impact people especially in the short term. How a
new robot assistant balances these aspects should be carefully considered before embarking on a
novel learning pipeline. In addition,ActionSense and subsequent expansions or reproductions
may contain biased data along dimensions such as subject backgrounds, experience, demographics,
and hand or eye dominance. This could lead to unanticipated consequences for learning pipelines
based on the data. Information is provided about the subject pool along with the dataset, and this
should be taken into account when scoping a new project based on the provided data.

Such considerations and uses will be presented with the dataset and its license. The authors declare
that they bear all responsibility in case of any violation of rights during the collection of the data or
other work, and will take appropriate action when needed, e.g., by removing data with such issues.

C Experimental Protocol

C.1 Human Subjects Considerations

The experiments used to collect data carefully considered and mitigated safety and privacy risks for the
subjects as much as possible. The protocol was approved by MIT's branch of the Institutional Review
Board (IRB), namely the Committee on the Use of Humans as Experimental Subjects (COUHES).
Experiments were conducted in a mock kitchen environment within a lab at the Computer Science
and Arti�cial Intelligence Lab (CSAIL) of MIT. Each experiment lasted approximately 2-2.5 hours
including donning sensors, calibration, activities, and surveys. Each subject was involved in a
consenting session before the experiment in which the experimental goals and risks were described,
and a consent form and media release form were signed. If a subject works for one of the study
personnel, and the subject is not also on the study personnel list, then the consenting session is run by
a third party via the MIT Center for Clinical and Translational Research to help avoid undue pressure
to participate in the experiments.

Safety risks include those associated with tasks as well as sensors. Tasks involve sharp objects such
as knives or peelers, and breakable objects such as mugs or glasses. In addition, some tasks involve
lifting objects overhead into cabinets. These pose risks such as cuts, discomfort, and joint fatigue. To
mitigate these risks, sharp tools are covered when not in use, the sensorized gloves protect most of the
hands, and the weight of lifted objects is kept low. An additional concern is that common tasks may
be more awkward or tiring than expected when wearing the suite of sensors. Subjects are allowed to
pause or stop the experiments at any time without penalty.

Due to the public nature of the dataset, privacy is a primary concern for subjects. The goal of
publishing a public dataset including personally identi�able video and audio was clearly described to
each participant. They were made aware that the videos would not be blurred or otherwise altered
from their original state to obscure their face. They were allowed to wear a mask if desired, either
for health reasons or to help obscure their identity. A dedicated media release form was signed to
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acknowledge their willingness for their video and audio to be published in the dataset, as well as for
various other optional uses such as publications and media. In addition to video and audio, wearable
sensor data and survey results are also recorded. Wearable sensor data is associated with the video
and audio, and thus may be identi�ed as associated with the particular subject. Survey data such as
experience levels may also be reported for each speci�c subject. Survey data such as demographics
are only reported in aggregations. In all cases, for all types of data, the subjects' names are kept
con�dential to the study personnel and not published.

Subjects were recruited by email, posters, and word of mouth primarily from CSAIL and more
generally the MIT campus. This may introduce bias into the dataset regarding subject backgrounds
and their experience with sensors, robots, and kitchen tasks. This will be noted on the dataset website
so that researchers can be aware of the limitations. Survey results such as self-reported experience
levels help to characterize these dimensions.

C.2 Donning Sensors

After written consent is obtained, the experimenter helps the subject don and set up each of the
wearable sensors. The order is chosen to be as streamlined as possible and to avoid interference
between the sensors. In brief, the order is as follows: Xsens IMU sensors on the feet, legs, torso,
head, and upper arms, followed by the Myo armbands, the Xsens IMU sensors on the forearms and
pelvis, the eye tracking headset, and �nally the gloves. More information is provided below.

First, 11 body measurements requested by the Xsens body-tracking system are taken using a �exible
tape measure and a laser distance measurer. These comprise the subject's height, shoe length, shoulder
height, shoulder width, elbow span, wrist span, arm span, hip height, hip width, knee height, and
ankle height.

Next, the Xsens jacket is worn and the IMU sensors are placed. The foot sensors are mounted using
a custom elastic strap that wraps around the shoe and has strategic velcro strips to hold the sensor
and to accommodate a range of foot sizes. The head sensor is placed within a cloth headband. Two
shoulder sensors and a sternum sensor are attached to the jacket using velcro. Sensors are placed on
the shins, thighs, upper arms, lower arms, and lower back using velcro straps.

Before placing the forearm sensors at the wrists, the Myo armbands are donned to avoid being
obstructed by the Xsens sensors. Each Myo is oriented so that a pre-labeled EMG channel faces
upwards when the subject holds their arm at their sides with their forearm horizontal; this ensures
that the EMG channels will have a known relative orientation around the forearm that is consistent
across subjects.

While wrapping a velcro strap around the waist to hold the Xsens IMU sensor on the lower back, an
overhead USB extension cable is draped between wraps so that the same strap holds the cable. This
cable is for a USB hub that will connect to the eye tracker and to the tactile sensors. Wireless options
are also being developed for the tactile sensors, and a small computer may be worn in the future to
make the eye tracking wireless. The overhead USB cable and cables going from the hub to the tactile
sensors are coiled stretchable cables to maximize freedom of motion for the subject.

The Manus gloves are donned last, after the eye tracking headset, so that the subject retains maximum
dexterity to adjust the sensors before for as long as possible. The Xsens IMU sensors for the hands
are fastened to the Manus gloves using provided mounts.

Throughout this process, care is taken to ensure that the subject is comfortable and safe. The tightness
of each strap is checked with the subject, and sensors are adjusted for freedom of motion and comfort.
The subject is requested to place velcro straps on themselves whenever possible, especially on the
legs and waist. The experimenter wears latex gloves while assisting the subject.

C.3 Calibration Procedures and Instructions

ActionSense includes calibration data for each sensor to allow the information to be as useful as
possible for a range of applications and learning pipelines. These include third-party calibrations
de�ned by sensor-speci�c software as well as custom calibration procedures. Together, they provide
information in both relative and global reference frames. All calibrations are performed after donning
the sensors and before starting activities. In addition, selected procedures are performed at the end of
the experiment to provide information about stability and drift.
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C.3.1 Wearable Sensors

The experimental protocol includes calibration routines for the Xsens body-tracking system, the
Manus �nger-tracking gloves, the Pupil Labs eye tracker, the Myo EMG armbands, and the custom
tactile sensors. These are described below in the order that they are performed, including a summary
of instructions provided to the subjects.

Body tracking:The Xsens system is calibrated via the MVN Analyze software. The person �rst
stands inN posewith their arms relaxed at their sides, walks around for a few seconds, then once
again stands inN pose. All cameras and microphones are recording during this procedure, but no
wearable sensor data is recorded since the Xsens is not yet streaming data.

After the Xsens calibration is completed, streaming and recording data from all sensors is started so
that all subsequent calibration routines are captured. Labels are provided for each calibration period.

Eye tracking:The cameras of the eye-tracking headset are �rst adjusted to ensure the most appropriate
�eld of views. The subject is asked to pretend to chop vegetables, and the �rst-person world camera
is adjusted to capture the entire cutting board, the forearms, and as much of the table as possible. The
eye-facing camera is adjusted to look up at the eye such that the pupil is visible when the subject
is looking down at the table or around the kitchen environment. The eye-tracking system is then
calibrated via the Pupil Capture software by Pupil Labs. A single target is displayed on an external
monitor, and the subject is asked to �xate on the target while moving their head in slow spirals. This
procedure is performed at both the beginning and end of the experiment.

Finger-tracking:The Manus gloves are calibrated using the Manus Dashboard procedures. IMUs
are �rst calibrated by moving both hands in a �gure-eight pattern and then holding them �at and
steady. Next, the software requests a series of hand poses to calibrate each glove: a �st, curling the
thumb over the palm while extending the remaining four �ngers, and a pistol shape with the thumb
and index �nger extended. The subject performs these routines in front of the depth camera to obtain
additional ground truth data.

Tactile sensors:Custom calibration procedures are performed to provide information about converting
tactile readings to physical units and for hand pose training data. First, the subject presses with a �at
hand on a Dymo M25 Digital Scale. Weight readings are streamed and recorded from the scale via
USB to provide ground truth. The subject is requested to press down three times with each hand. This
is then repeated with a 3D-printed textured object placed on the scale, to isolate parts of the tactile
sensor over the palm. The subject is then requested to press down twice with each �nger sequentially
to isolate readings from each �nger. After these weight calibrations, the subject is asked to hold �ve
objects with each hand in turn: a mug, a pan, a plate, a knife, and jar. Each one is held for at least 5 s
in front of the depth camera. These procedures for calibrating the tactile sensors are performed at
both the beginning and end of the experiment. In addition to these calibration routines, a mapping is
also provided in the dataset's metadata to indicate which entries of the 32� 32 matrix correspond to
which location on the hand.

Global positions and Myo poses:Finally, the subject is asked to stand at marked locations in speci�ed
poses. This provides information about the global absolute locations. It also provides known poses
for the Myo armband that can serve as reference poses for converting its quaternion forearm pose
estimates from the built-in arbitrary frame into the world frame. The subject �rst stands at the
origin with their heel on a marked location, facing along the+ x direction, with their arms pointing
downwards inN pose; the origin is marked with white tape towards the lower left of Figure 2, with
the long tape indicating the+ x direction. The Xsens software is set to move the character to the
origin while the subject is in this location. Next, the subject stands at a marked location at coordinates
(100 cm; 150 cm)facing along the� x direction, with their arms outstretched inT pose; this location
is marked with white tape between the table and cabinets in Figure 2. These poses are performed at
both the beginning and end of the experiment.

The above calibration procedures are labeled in the dataset similarly to an activity label. They aim to
provide researchers with useful information about how to interpret the sensor readings and how to
gauge their accuracy.

While most experiments successfully consist of a single continuous recording, occasionally there are
technical issues that necessitate stopping and restarting the recording. In particular, the Xsens system

8



sometimes needs to be recalibrated. In such cases, the two poses described above for calibrating the
global location and Myo poses are performed at the beginning of the new recording session. All other
procedures are not repeated since the prior calibration data still applies.

C.3.2 Cameras

Every FLIR GS2-GE-20S4C-C camera is calibrated using an 8� 6 60 cmcheckerboard to derive its
intrinsic parameters. The Intel RealSense Dynamic Calibration Tool [7] is available for depth camera
calibration if necessary. Camera calibration was performed before dataset collection began, and does
not need to be repeated for each experiment.

C.4 Activity Ordering and Instructions

After calibration, the main sequence of activities commences. The experimental protocol was design
to keep the total duration and effort low for each subject while also spanning a wide variety of tasks.
A few considerations used to select the order of activities are described below:

• Generally starting with well-de�ned short tasks to allow subjects to acclimate to the kitchen
and the sensors, then including higher-level planning tasks that require knowledge of the
kitchen organization at the end;

• Alternating between tasks at the table and tasks such as fetching or returning items to provide
breaks between standing still and moving;

• Performing tasks in logical subgroups, such as peeling then cutting the same vegetable or
stacking plates then loading the dishwasher;

• Streamlining which items are needed at which times, such that the kitchen area remains
clean and without obstructions;

• Allowing all intermediary tasks, such as cleaning a cutting board or fetching items from the
refrigerator, to be labeled as dedicated activities.

In addition to the activity order, the level of detail provided in the instructions was also carefully
considered. They were designed to balance consistency and variability to generate informative
training data for future learning pipelines. This includes the overall approach to completing the
task goal as well as the motion paths or techniques used. It also includes temporal considerations;
for example, tasks with multiple iterations such as peeling three cucumbers could be completed in
rapid succession or with pauses in between as desired by the subject, and with or without waiting for
explicit cues from the experimenter. In all cases, the experimenters observed the subjects and labeled
each iteration in real time using the annotation GUI; timestamped notes were submitted if there was a
labeling error so it could be �xed in post-processing.

Given the above considerations, the order of activities and their associated instructions are summarized
below. Every activity listed, including intermediaries such as fetching or returning items, is labeled in
real time by the experimenter.

Fetch items:The subject begins by placing the cutting board on the table, getting three cucumbers
from the refrigerator, and getting a chef's knife and peeler. Each group of items is instructed
sequentially after the previous group is fetched, and their locations are speci�ed, to avoid confusing
or overwhelming the subjects during the initial task.

Peel cucumbers:The subject is instructed to peel the three cucumbers using the peeler at their own
pace. They should peel the entire cucumber, but it does not need to be perfectly clean to be considered
completely peeled. The approach to the task such as general technique, length of each peeling motion,
or grasp poses are at the subject's discretion.

Clear the cutting board:Peelings are scraped from the cutting board into a provided pot. Subjects
can choose to use a knife if desired, and can move the pot to the table or carry the board to the pot
as desired. This task may be done after each cucumber or after all cucumbers, depending on the
subject's preference and how cluttered the cutting board becomes.
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Slice cucumbers:Subjects are instructed to slice the three peeled cucumbers using the chef's knife
at their own pace and using their preferred technique. Slicing cross-sectionally to create rings is
preferred. The subject determines the slice thickness, the cutting technique, and the timing.

Clear the cutting board:The slices are scraped into the aforementioned pot, using similarly �exible
instructions regarding timing and technique.

Fetch items:The subject is instructed to fetch three potatoes from the refrigerator, with the target
drawer speci�ed.

Peel potatoes:The three potatoes are peeled using the peeler similarly to the cucumbers.

Clear the cutting board:The potato peels are cleared into the pot at the subject's discretion.

Slice potatoes:The three peeled potatoes are sliced using the chef's knife and similar instructions as
for the cucumbers.

Clear the cutting board:The potato slices are cleared into the pot at the subject's discretion.

Fetch items:Three sandwich rolls of bread are fetched from the refrigerator, from a bag in a speci�ed
location. A bread knife is fetched from a speci�ed drawer.

Slice bread:Each roll is sliced into rings using the bread knife. The timing, technique, and thickness
are determined by the subject.

Clear the cutting board:The bread slices are cleared into a speci�ed pan, either after each roll or
after all rolls.

Fetch items:Three slices of pre-sliced bread, a jar of almond butter, and a jar of jelly are fetched from
the refrigerator. A dinner knife is fetched from a speci�ed drawer.

Spread almond butter:The dinner knife is used to spread almond butter onto three slices of bread.
Subjects are instructed to fully cover the slice, but the amount of almond butter used and the technique
is at their discretion. For example, some subjects may place the slice on the table while others may
hold the slice in their hand.

Spread jelly:Jelly is spread on top of the almond butter on each of the three bread slices using the
dinner knife. As with the almond butter, the timing and technique are �exible but the entire slice
should be covered.

Clear the cutting board:The prepared slices are cleared onto the pan used previously.

Open and close a jar:The subject is asked to open and close the jar of almond butter three times.
This is a relatively well-structured task, but still has variations such as the force used and whether the
jar is placed on the table between iterations.

Clear the table:The subject is asked to return the jars to the refrigerator, and to place all remaining
items on the table in the sink.

Fetch items:Five glasses are fetched from a speci�ed cabinet, and a pitcher of water is retrieved from
a speci�ed location next to the refrigerator.

Pour water:The subject is asked to pour water from the pitcher into all �ve glasses. They are asked
to hold the active glass in a hand rather than leaving it free-standing on the table. The glasses are
requested to be relatively full to a comfortable amount. The timing and exact amounts are at the
subject's discretion.

Clear the table:The glasses and pitcher are returned to their original location.

Fetch items:A pan, plate, sponge, and towel are retrieved from speci�ed locations.

Clean a plate with a sponge:The subject is asked to pretend that there is some dirt on a plate, and
to clean it with a sponge. The motion pattern and applied force are at the subject's discretion. The
timing is largely at the subject's discretion, but is gently prompted to be about 5-10 seconds by the
experimenter. This task is repeated three times. The subject holds the plate in their hand.

Clean a plate with a towel:The previous task is repeated using similar instructions, except that a
towel is used instead of a sponge. Note that this may induce different motion patterns and techniques.
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Clean a pan with a sponge:This is similar to cleaning the plate, but a pan is used instead. Note that
this may induce different motion patterns, techniques, and tactile forces than when using a plate. The
pan is held by its handle.

Clean a pan with a towel:The previous task is repeated, but using a towel instead of a sponge.

Clear the table:The pan, plate, sponge, and towel are returned to their original locations.

Fetch items:To prepare for setting the table, three of each required item are fetched and placed on
the table. Three large plates, small plates, and bowls are retrieved from a speci�ed cabinet. Three
mugs and glasses are retrieved from a second speci�ed cabinet. Three knives, spoons, and forks are
retrieved from a speci�ed drawer.

Set the table:The subject is asked to set three place settings on the table. The desired location of
each setting is described. Each setting is speci�ed to have one of each item. The relative placement
of each item within a setting, such as whether each utensil is placed on the left or right of the plate, is
at the subject's discretion. The overall strategy, such as how to maneuver the items and use staging
areas if needed given the cluttered table, is also determined by the subject.

Stack tableware:To prepare for loading the dishwasher, the subject is asked to make stacks of large
plates, small plates, and bowls on the table.

Load the dishwasher:The subject is asked to load all items on the table into the dishwasher. This
comprises three each of large plates, small plates, bowls, mugs, glasses, knives, forks, and spoons. No
other instructions are provided by default, so the subject can use their preferred techniques including
how to use staging areas, carrying items one at a time or in groups, and the dishwasher arrangement.
If subjects are unfamiliar with loading a dishwasher, then guidance is provided such as placing large
plates on the bottom rack and mugs or glasses on the top rack.

Unload the dishwasher:All items are taken out of the dishwasher and returned to their original
locations. Guidance can be provided if the subjects do not remember where an item belongs.

These activities create a logical �ow of kitchen tasks that aims to keep the subject engaged. The
structured set of activities also allows subjects to perform a wide range of tasks involving many tools
and objects, while keeping the kitchen clean and not requiring intervention from the experimenter.

C.5 Surveys

After each experiment, the subject is asked to complete a questionnaire. It includes the NASA TLX
workload assessment [5] as well as custom questions about how obtrusive each sensor was during the
activities. It also asks the subject to rate their level of expertise with various kitchen tasks, and to rate
how desirable various roles would be for an autonomous or collaborative robot assistant. The full
texts of the surveys are included as Appendix H.

D Infrastructure Overview

D.1 Kitchen Environment and Items

The layout of the kitchen and some important measurements are shown in Figure 2. The kitchen
environment is designed to be as similar to a real kitchen as possible. It is equipped with a fridge,
a kitchen island, some cabinets, a sink, a dishwasher, a stove, and some other appliances. It also
has white tape markings on the �oor that indicate the global coordinate system and provide known
locations for the subject to stand during the relevant calibration procedures. This environment enables
a variety of kitchen-related activities, ranging from object manipulation tasks including cutting and
peeling to complex action sequences such as taking food from the fridge and setting the table.

Throughout these activities, subjects interact with a wide variety of items. These are shown in
Figure 3. All items are placed in pre-determined locations in the kitchen before each experiment, to
streamline the activity sequence and help standardize data across subjects.
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Figure 2: The mock kitchen includes �ve RGB cameras (C1 through C5), two microphones (M1 and
M2), and a depth camera. The white tape on the �oor indicates standing locations and orientations
for global calibrations. Each carpet square measures 50 cm� 50 cm.

D.2 Computing Resources

All wearable sensors and the experiment control GUI were interfaced to a Dell XPS 15 9510 laptop.
It has 64 GB of RAM, a 2.5 GHz 8-core processor, an NVIDIA GeForce RTX 3050 Ti Laptop GPU,
and integrated Intel UHD Graphics. The laptop concurrently ran the Python code for streaming,
recording, visualizing, and labeling, the Xsens software in recording mode, the Pupil Labs software
in recording mode, the Manus software, and the Myo software.

The �ve FLIR GS2-GE-20S4C-C cameras were connected via Ethernet to a desktop computer
with 64 GB of RAM, a 3:6 GHz 8-core processor, and an NVIDIA Quadra K1200 GPU. Due to
bandwidth limitations, each Ethernet switch can handle two cameras; three switches are thus used,
connected to the computer via a three-port Ethernet network interface card. The Intel RealSense
camera communicated with a laptop with16 GB of RAM, a 2:6 GHz 12-core processor, and an
NVIDIA GeForce RTX 2060 Laptop GPU.

All computers used to record data have their system times synchronized via Network Time Protocol
(NTP) before beginning experiments.
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