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Appendix A. Environment Description

The server included two CPUs of Intel(R) Xeon(R) Gold 6226R CPU @ 2.90GHz, 128GB RAMs,
and eight Titan-Xp GPUs. Besides, we developed a deep learning models and activation functions
using Tensorflow version 1 (Abadi et al., 2016) for the precise implementation. For the training, the
batch size (Bottou, 2010) of the training was set to 32, and the Adam optimizer was utilized with the
default values of all parameters (Kingma, Ba, 2014).

Appendix B. Properties of ASH

ASH activation function is formulated as the following:

Æ(x(i)) = x(i)S
(
− 2α(x(i) − µX − zkσX)

)
=

{
x(i) if x(i) ≥ µX + zkσX ,

0 otherwise

(A1)

where x(i) is an element in input feature map X , and µX and σX is the mean and the standard
deviations of all elements in X . S indicates sigmoid function, and zk is the variable with regard to
sampling the top-k% percentile from X . Intuitively, ASH activation function is the threshold-based
activation function rectifying inputs, and we obtained the following properties:

Property 1. ASH activation function is parametric.

We represented ASH activation function to be arithmetic and trainable due to zk concerning sampling
percentile, and thus ASH is trainable and parametric. Thus, ASH activation function could exhibit
different thresholds concerning the location or depth in a network. ASH activation function in the
early layer exhibits a small threshold (large percentile) to retain substantial information, whereas
ASH in deeper layers exhibits a small comparative percentile to rectify futile information. This
property improves the superior rectification of ASH in deep neural networks.

Property 2. ASH activation function provides output concerning the contexts of the input.

Since the threshold value (µX + zkσX ) is concerning the distribution of input X , the threshold value
could be further fine-tuned with regard to the inputs. Compared to other threshold-based activation
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functions, ASH exploits an adaptive threshold value, and thus it exhibits superior accuracy regardless
of the variations in datasets.

Due to the novel properties, ASH activation function exhibits an improvement in imitating human
neurons. More like human neurons compared to other activation functions, ASH provides output
regarding the contexts of an input feature-map, and ASH exhibits different threshold values regarding
the location, depth, or the types of the connected layers. To summarize, ASH exhibits novelty in
imitating human neurons in terms of the activation function.
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