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Abstract

Video-Language Pretraining (VLP), which aims to learn transferable representation
to advance a wide range of video-text downstream tasks, has recently received
increasing attention. Best performing works rely on large-scale, 3rd-person video-
text datasets, such as HowTo100M. In this work, we exploit the recently released
Ego4D dataset to pioneer Egocentric VLP along three directions. (i) We create
EgoClip, a 1st-person video-text pretraining dataset comprising 3.8M clip-text
pairs well-chosen from Ego4D, covering a large variety of human daily activities.
(ii) We propose a novel pretraining objective, dubbed EgoNCE, which adapts
video-text contrastive learning to the egocentric domain by mining egocentric-
aware positive and negative samples. (iii) We introduce EgoMCQ, a development
benchmark that is close to EgoClip and hence can support effective validation and
fast exploration of our design decisions in EgoClip and EgoNCE. Furthermore,
we demonstrate strong performance on five egocentric downstream tasks across
three datasets: video-text retrieval on EPIC-KITCHENS-100; action recognition
on Charades-Ego; natural language query, moment query, and object state change
classification on Ego4D challenge benchmarks. The dataset and code are available
at https://github.com/showlab/EgoVLP.

1 Introduction

With the recent interest boom in computer vision and natural language processing, Video-Language
Pretraining (VLP) has prevailed, which aims to learn strong and transferable video-language rep-
resentation for powering a broad spectrum of video-text downstream tasks, such as video-text
retrieval [1, 2, 3], video question answering [4, 5, 6], and video captioning [7, 8, 9]. The success of
VLP mainly stems from the availability of large-scale open-world video-text datasets [10], which sub-
sume a large number of videos sourced from the Web (e.g., YouTube) and pair videos with associated
textual information. For instance, HowTo100M [10] collects 134K hours of instructional videos ac-
companied by noisy narrations yielded from Automatic Speech Recognition (ASR). WebVid-2M [3]
scrapes 2.5M descriptive videos with well-formed long captions.

Despite reaching an impressive data scale, videos in those existing video-text pretraining datasets
are often of 3rd-person views and may have been edited before posting on the Web. Yet, there is a
noticeable domain gap between the existing video-text pretraining datasets and 1st-person view videos
such as those videos captured by wearable cameras or smart glasses. Egocentric video has received
increasing interests from the academia (e.g., activity recognition [11], activity anticipation [12], and
video summarization [13]) and industry (various applications in robotics and augmented reality).
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Dataset Ego? Domain Dur (hrs) # Clips # Texts Example

MSR-VTT [1] % diverse 40 10K 200K
YouCook2 [16] % cooking 176 14K 14K
ActivityNet Captions [7] % action 849 100K 100K
WebVid-2M [3] % diverse 13K 2:5M 2:5M
HowTo100M [10] % instructional 134K 136M 136M 3rd-person view

Charades-Ego [17] ! home 34 30K 30K
UT-Ego [18] ! diverse 37 11K 11K
Disneyworld [19] ! disneyland 42 15K 15K
EPIC-KITCHENS-100 [20] ! kitchen 100 90K 90K
EgoClip ! diverse 2:9K 3 :8M 3 :8M 1st-person view

Table 1: Comparison of our proposed EgoClip pretraining dataset against the mainstream video-
language datasets (top) and egocentric datasets (bottom).

However, due to such a domain gap, directly transferring the existing VLP models to egocentric
downstream tasks cannot fully unleash the potential of large-scale pretraining approaches, which we
have con�rmed in the later experimental section. To bridge this gap, we are motivated to develop
Egocentric VLP models, which can greatly bene�t various egocentric video downstream applications.

However, existing egocentric video datasets are of small scale and domain-speci�c, making Egocentric
VLP prohibitive. As illustrated in Tab. 1, the formerly largest egocentric video dataset EPIC-
KITCHENS-100 [14] focuses on kitchens scenarios and its size is far smaller than those of the
3rd-person pretraining sets WebVid-2M [3] and HowTo100M [10]. Fortunately, with the recent
introduction of the massive-scale egocentric video dataset Ego4D [15], it becomes possible to
unlock Egocentric VLP. Ego4D consists of3; 670hours of videos with manually annotated narrations
from 74worldwide locations, covering a large variety of daily-life scenarios and activities.

In this work, roused by the favorable scale and diversity of Ego4D, we make a signi�cant effort to
pave the way for Egocentric VLP with the following steps:
(i) To address the aforementioned issue of lacking a suitable large-scale egocentric video-language
pretraining dataset, we create a video-text pretraining datasetEgoClip which contains a total of3:8M
clean 1st-person clip-text pairs selected from Ego4D and covers diverse human daily activities.
(ii) To make full use of EgoClip for video-text representation learning, we propose a novel video-text
contrastive objectiveEgoNCEto address unique challenges in egocentric pretraining datasets.
(iii) We create a development benchmark i.e., Egocentric Multiple-Choices-Question, dubbed
EgoMCQ, which contains39K questions created from Ego4D and focuses on evaluating video-text
alignment. In contrast to other downstream benchmarks, EgoMCQ has a less discrepancy from
EgoClip, powering us to accurately validate and quickly iterate our designs of EgoClip and EgoNCE.
(iv) We conduct extensive experiments to demonstrate the superiority of Egocentric VLP by trans-
ferring our pretrained representation to �ve egocentric downstream benchmarks and achieving
state-of-the-art performance:59:4%nDCG on video-text retrieval of EPIC-KITCHENS-100 [14] 1,
32:1% mAP on action recognition of Charades-Ego [17], and signi�cant boosts over three Ego4D
challenges2: natural language query, moment query and object state change classi�cation.

2 Related Work

Video-Language Pretraining.The introduction of large-scale video-text datasets [10, 3] has enabled
the emergence of VLP approaches to improve the video-text representation for various vision-
language tasks [21, 22, 4], such as MIL-NCE which [23] proposes to match clips with multiple
captions close in temporal to adapt the video-text misalignment of HowTo100M [10]. Dominant
VLP methods can be classi�ed into two groups, namely: joint- and dual-encoders. The former
combines videos and texts as a single input to the encoder that performs the multimodal fusion. For
instance, [24, 25] concatenate videos and texts together before feeding them to a uni�ed transformer.
Conversely, methods like [3, 26] exploit dual encoders to independently project the video and
text inputs into a common space and minimize the distance between the paired representations.
These approaches are preferred in retrieval settings as they allow for ef�cient indexing of a single

1Egocentric VLP won championship on Multi-Instance Retrieval, EPIC-Kitchens Challenges @ CVPR 2022.
2Egocentric VLP won championship on OSCC and 2nd place on NLQ, Ego4D Challenges @ CVPR 2022.
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Figure 1: Our Egocentric VLP includes: (a) the pretraining set EgoClip, (b) the VLP model, and (c)
the development set EgoMCQ. We use EgoClip to pretrain a VLP model with the EgoNCE loss and
then evaluate on EgoMCQ. According to the feedback, we iteratively re�ne our designs of (a) and (b).
We then transfer the pretrained model to downstream tasks relevant to the egocentric domain.

modality [27, 28]. For example, Frozen [3] employs two separate transformers to encode video and
text features and aligns them by video-text InfoNCE [29]. In our work, we adopt the Frozen [3] but
extend its InfoNCE to EgoNCE via positive and negative sampling for egocentric-friendly pretraining.

Egocentric Video Datasets.Egocentric videos, collected by participants using wearable cameras,
offer a natural perspective of people's daily activities and raise a range of challenging research
topics [11, 12, 30]. Several egocentric video datasets have been developed in decades, e.g., [20, 17,
31]. However, since the collection of egocentric videos is expensive, previous egocentric datasets
tend to be small-scale and domain-speci�c. These limitations hinder 1st-person view research and
fail to match the progress of 3rd-person counterparts, such as VLP [23, 24, 3]. Recently, a massive
egocentric video dataset Ego4D [15] has been released, which consists of3; 670hours of videos
collected by931people from74 worldwide locations in9 different countries, where most videos are
accompanied by narrations, audio, 3D meshes, and more. Furthermore, Ego4D introduces a suite of
new challenging benchmarks (e.g., Natural language query and moment query) to fully explore the
1st-person visual experience. With this step-changing dataset and benchmarks, Ego4D would lead to
a new research surge on egocentric visual perception.

3 EgoClip: An Egocentric Video-Language Pretraining Dataset

Data curation. For our EgoClip dataset, we source data from Ego4D [15], which contains9; 645
untrimmed videos of varying lengths from5 sec to7 hrs. From these videos, most are associated
with dense timestamp-level narrationsassigned by two different annotators, describing the camera
wearer's activities and interactions with objects. For example, the narration “#C C puts the
scrapper down. ” corresponds to video content that occurred at3:70s, where “#C” refers to the
camera-wearer. Notably, narrations in Ego4D are well-aligned with the videos, both temporally
and visually. Prior pretraining datasets are characterized by a much greater level of temporal
misalignment between the video and text (e.g., HowTo100M [10] narrations are scraped from ASR,
yielding sentences misaligned or even unrelated to video content). We �rst �lter Ego4D videos
with missing narrations (7:4% of the total video duration) and exclude videos that belong to the
validation and test sets of the Ego4D benchmark challenge [15] (a further23:9%of the total video
duration). Next, we retain textual annotation from both narrators in EgoClip, allowing us to consider
narration diversity when pairing video and text for pretraining purposes. Finally, we adopt several
criteria to �lter the video and textual narrations, further reducing noise (detailed steps are provided in
Supplementary B.1). Overall, this procedure yields2:9K hours of videos with3:85million narrations
which cover2927hours of video from129different scenarios. EgoClip has21:9 clips per minute
with an average clip length of1:0 seconds and a standard deviation of0:9 seconds (the longest clip is
up to60s). Additional analyses are included in the Supplementary B.3.

Creation of clip-text pairs. Clip-text pairs are the common data format for VLP, but are usually
not present in untrimmed video datasets with only a weak matching between narrations captions
and videos. This was �rst discussed in HowTo100M [10], which pairs subtitles to video clips with
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corresponding time intervals to produce noisy pairs. This is not suitable for Ego4D since each
narration is annotated with a single timestamp rather than an interval. Thus, we designa contextual
variable-length clip pairing strategy. Formally, narrations per video in Ego4D are organized as
a sequence of sentencesfT 0; � � � ; Tn g with exact timestampsf t0; � � � ; tn g, indicating an eventi
described byTi happened in the momentt i . For a narrationTi with timestampt i , we pair a clipVi
with following start and end timepoints:

[tstart
i ; tend

i ] = [ t i � � i =2�; t i + � i =2� ]; (1)

which represents a window centered around the timestampt i with temporal duration equal to� i =� .
� i is an adjustable parameter equal to the average temporal distance between pairs of consecutive
narrations, i.e.,

P n � 1
j =0 (t j +1 � t j )=n. We compute� i on a per video basis. Conversely,� is a

scale factor computed as the average of all� i across all videos in the EgoClip (� = 4 :9 seconds).
Intuitively, Eq. 1 is derived from three observations:(i) Centeringt i helps involve prior information
about the eventi ; (ii) � i measures the clip duration according to its scenario, such as longer clips
watching television (352:9 seconds) v.s. shorter clips harvesting crops (0:9 seconds);(iii) � controls
the context granularity of clips (e.g., a large� pays more attention to rapid, atomic actions). We
ablate these design choices in our experimental section.

4 Video-Language Pretraining Model

To ef�ciently transfer video-language representation to egocentric downstream tasks (e.g., video-text
retrieval on EPIC-KITCHENS-100 [20]), We prefer the dual-encoder (discussed in Sec. 2) as our VLP
model architecture. In particular, we emphasize devising a general pretraining objective EgoNCE to
adapt the existing VLP model to the egocentric domain (e.g., EgoClip).

4.1 Architecture: Dual-encoder Pipeline

We choose Frozen [3] as our pretraining architecture. Frozen [3] design encompasses an elegant and
simple dual encoder strategy (one per modality) which has favorable characteristics (e.g., indexability
and ef�ciency [27, 28]). Note that this allows us to use our pretrained network in single-modality
tasks (e.g., video-only tasks). In practice, the video encoder adopts the TimeSformer [32] architecture,
while the text encoder builds upon DistillBERT [33]. However, our approach is not limited to the
encoder's design (e.g., the video backbone can be replaced by SlowFast [34] or Video Swin [35]).
In the rest of the paper we adopt this notation:(Vi ; Ti ) represents the video-text input to the model,
while v i andt i are used to identify the video and text embeddings.

4.2 EgoNCE: An Egocentric-friendly Pretraining Objective

A common pretraining objective for the dual-encoder VLP isInfoNCE [29], where the matching
visual-text pairs in the batch are treated as positives while all other pairwise combinations in the
batch are regarded as negatives. Formally, within a batchB = f 1; � � � ; N g, InfoNCE is computed by
the sum of the video-to-text lossL v2t and text-to-video lossL t2v. For simplicity, we only formulate
L v2t, whereasL t2v is de�ned in a symmetric way:

L v2t = �
1

jBj

X

i 2B

log
exp(v T

i t i =� )
P

j 2B exp(v T
i t j =� )

; (2)

where thei -th video embeddingv i andj -th text embeddingt j areL 2 normalized features, and� is a
temperature factor.

However, this simple objective performs not well on large-scale video-text datasets like
HowTo100M [10] due to the serious misalignment between the two modalities of data. There-
fore, [36] proposes MIL-NCE which treats temporal nearest captions as positive samples.

In this work, our 1st-person human daily activity dataset, i.e. EgoClip, presents two unique challenges
compared to the existing 3rd-person view video-text datasets:Challenge (i): The same action often
occurs in different scenarios (e.g., “unlock the phone” could happen when “lying in bed” or “walking
outdoors”). Challenge (ii): Often, different actions appearing in the same scenario tend to have
indistinguishable visual differences (e.g., when “working in front of the laptop”, “typing on the
keyboard” or “moving the mouse” have similar feature representations).
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Figure 2: Design of the Egocentric VLP development set.Top: An illustration of why the task of
text-video retrieval is not suitable;Bottom: Two settings of EgoMCQ.Left-bottom: The “inter-
video” setting, each question contains5 clips from different videos.Right-bottom: The “intra-video”
setting, each question contains5 contiguous clips from the same video, making it more challenging.

To overcome these two unique challenges, we propose a novel EgoNCE training objective which
takes into account two simple yet ef�cient sampling strategies based on the vanilla InfoNCE.

Action-aware Positive Sampling.In this work, we make a reasonable assumption that the critical
elements in linking visual actions to textual narrations are verbs and objects mentioned in the
narrations (e.g., “drinking coffee” and “opening fridge”). Following this assumption, we can devise a
clever method to address challenge (i). Speci�cally, for each narration, we identify its nouns and verbs
and merge synonym words based on the Ego4D taxonomy dictionary [15], a thesaurus recording
meaningful nouns/verbs in Ego4D narrations. Then, batch samples that shared at least one noun
and at least one verb are treated as positive samples. At last, for the samplei , we de�ne its positive
samples set within batchB asPi = f j 2 B j noun(j ) \ noun(i ) 6= ? ; verb(j ) \ verb(i ) 6= ? g.

Scene-aware Negative Sampling.To address challenge (ii), we consider different actions in the
same scenario as hard negative samples. Speci�cally, for each video clipi , we sample an adjacent
clip i 0 2 N (i ), which is close toi in time within the same video. We augment the original batchB
with such hard negative samples and each samplei in B has its negative counterpartsi 0. Hence the
batch is updated aseB = f 1; 2; � � � N

| {z }
B

; 10; 20; � � � ; N 0

| {z }
N (B)

g.

With these two sampling strategies, our new pretraining objectiveEgoNCEcan be formulated as:

L ego
v2t = �

1

j eBj

X

i 2 eB

log

P
k2P i

exp(v T
i t k =� )

P
j 2B

�
exp(v T

i t j =� ) + exp( v T
i t j 0=� )

� : (3)

Here the item in purple corresponds to our proposed action-aware positive samples and blue cor-
responds to our proposed scene-aware negative samples. EgoNCE provides a general extension to
adapt the existing VLP models for video-text pretraining datasets in the egocentric domain.

5 EgoMCQ: A Benchmark for Egocentric VLP Development

The need for a development benchmark.We �nd that most egocentric benchmarks are domain-
speci�c and focus on single-modality tasks (see Tab. 1). However, our purpose is to exploit Ego4D's
diversity to learn rich video-text representations. Hence, to validate our design choices of the
pretraining dataset (e.g., EgoClip), and model (e.g., EgoNCE), it is essential to measure performance
on a benchmark highly aligned with the pretraining task. Therefore, we propose EgoMCQ, a new
egocentric benchmark for reliable and fast developments of Egocentric VLP.
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