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Abstract

Dynamic graph neural networks (DyGNNs) have demonstrated powerful predictive
abilities by exploiting graph structural and temporal dynamics. However, the ex-
isting DyGNNs fail to handle distribution shifts, which naturally exist in dynamic
graphs, mainly because the patterns exploited by DyGNNs may be variant with
respect to labels under distribution shifts. In this paper, we propose to handle
spatio-temporal distribution shifts in dynamic graphs by discovering and utilizing
invariant patterns, i.e., structures and features whose predictive abilities are stable
across distribution shifts, which faces two key challenges: 1) How to discover the
complex variant and invariant spatio-temporal patterns in dynamic graphs, which
involve both time-varying graph structures and node features. 2) How to handle
spatio-temporal distribution shifts with the discovered variant and invariant pat-
terns. To tackle these challenges, we propose the Disentangled Intervention-based
Dynamic graph Attention networks (DIDA). Our proposed method can effectively
handle spatio-temporal distribution shifts in dynamic graphs by discovering and
fully utilizing invariant spatio-temporal patterns. Specifically, we first propose a
disentangled spatio-temporal attention network to capture the variant and invariant
patterns. Then, we design a spatio-temporal intervention mechanism to create
multiple interventional distributions by sampling and reassembling variant patterns
across neighborhoods and time stamps to eliminate the spurious impacts of variant
patterns. Lastly, we propose an invariance regularization term to minimize the
variance of predictions in intervened distributions so that our model can make
predictions based on invariant patterns with stable predictive abilities and there-
fore handle distribution shifts. Experiments on three real-world datasets and one
synthetic dataset demonstrate the superiority of our method over state-of-the-art
baselines under distribution shifts. Our work is the first study of spatio-temporal
distribution shifts in dynamic graphs, to the best of our knowledge.

1 Introduction

Dynamic graphs widely exist in real-world applications, including financial networks [1, 2], social
networks [3, 4], traffic networks [5, 6], etc. Distinct from static graphs, dynamic graphs can
represent temporal structure and feature patterns, which are more complex yet common in reality.
Dynamic graph neural networks (DyGNNs) have been proposed to tackle highly complex structural
and temporal information over dynamic graphs, and have achieved remarkable progress in many
predictive tasks [7, 8].
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Nevertheless, the existing DyGNNs fail to handle spatio-temporal distribution shifts, which naturally
exist in dynamic graphs for various reasons such as survivorship bias [9], selection bias [10, 11],
trending [12], etc. For example, in financial networks, external factors like period or market would
affect the correlations between the payment flows and transaction illegitimacy [13]. Trends or commu-
nities also affect interaction patterns in coauthor networks [14] and recommendation networks [15].
If DyGNNs highly rely on spatio-temporal patterns which are variant under distribution shifts, they
will inevitably fail to generalize well to the unseen test distributions.

To address this issue, in this paper, we study the problem of handling spatio-temporal distribution
shifts in dynamic graphs through discovering and utilizing invariant patterns, i.e., structures and
features whose predictive abilities are stable across distribution shifts, which remain unexplored in
the literature. However, this problem is highly non-trivial with the following challenges:

• How to discover the complex variant and invariant spatio-temporal patterns in dynamic graphs,
which include both graph structures and node features varying through time?

• How to handle spatio-temporal distribution shifts in a principled manner with discovered variant
and invariant patterns?

To tackle these challenges, we propose a novel DyGNN named Disentangled Intervention-based
Dynamic Graph Attention Networks (DIDA3). Our proposed method handles distribution shifts
well by discovering and utilizing invariant spatio-temporal patterns with stable predictive abilities.
Specifically, we first propose a disentangled spatio-temporal attention network to capture the variant
and invariant patterns in dynamic graphs, which enables each node to attend to all its historic
neighbors through a disentangled attention message-passing mechanism. Then, inspired by causal
inference literatures [16, 17], we propose a spatio-temporal intervention mechanism to create multiple
intervened distributions by sampling and reassembling variant patterns across neighborhoods and
time, such that spurious impacts of variant patterns can be eliminated. To tackle the challenges
that i) variant patterns are highly entangled across nodes and ii) directly generating and mixing up
subsets of structures and features to do intervention is computationally expensive, we approximate the
intervention process with summarized patterns obtained by the disentangled spatio-temporal attention
network instead of original structures and features. Lastly, we propose an invariance regularization
term to minimize prediction variance in multiple intervened distributions. In this way, our model
can capture and utilize invariant patterns with stable predictive abilities to make predictions under
distribution shifts. Extensive experiments on one synthetic dataset and three real-world datasets
demonstrate the superiority of our proposed method over state-of-the-art baselines under distribution
shifts. The contributions of our work are summarized as follows:

• We propose Disentangled Intervention-based Dynamic Graph Attention Networks (DIDA), which
can handle spatio-temporal distribution shifts in dynamic graphs. This is the first study of
spatio-temporal distribution shifts in dynamic graphs, to the best of our knowledge.

• We propose a disentangled spatio-temporal attention network to capture variant and invariant
graph patterns. We further design a spatio-temporal intervention mechanism to create multiple
intervened distributions and an invariance regularization term based on causal inference theory to
enable the model to focus on invariant patterns under distribution shifts.

• Experiments on three real-world datasets and one synthetic dataset demonstrate the superiority of
our method over state-of-the-art baselines.

2 Problem Formulation

In this section, we formulate the problem of spatio-temporal distribution shift in dynamic graphs.

Dynamic Graph. Consider a graph G with the node set V and the edge set E . A dynamic graph can
be defined as G = (fGtgTt=1), where T is the number of time stamps, Gt = (Vt; Et) is the graph
slice at time stamp t, V =

ST
t=1 Vt, E =

ST
t=1 Et. For simplicity, a graph slice is also denoted as

Gt = (Xt;At), which includes node features and adjacency matrix at time t. We use Gt to denote a
random variable of Gt.

3Our codes are publicly available at https://github.com/wondergo2017/DIDA
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Figure 1: The framework of our proposed method DIDA. (Bottom left) For a given dynamic graph
with multiple timestamps, the disentangled dynamic graph attention networks first obtain summariza-
tions of high-order invariant and variant patterns by disentangled spatio-temporal message passing.
(Top) Then the spatio-temporal intervention mechanism creates multiple intervened distributions by
sampling and reassembling variant patterns across space and time for each node. (Bottom right) Last,
invariance loss is calculated by using samples from intervened distributions to optimize the model so
that it can focus on invariant patterns to make predictions.

Prediction tasks. For dynamic graphs, the prediction task can be summarized as using past graphs to
make predictions, i.e. p(YtjG1;G2; : : : ;Gt)=p(YtjG1:t) , where label Yt can be node properties
or occurrence of links between nodes at time t+ 1. In this paper, we mainly focus on node-level tasks,
which are commonly adopted in dynamic graph literatures [7, 8]. Following [18, 19], we factorize
the distribution of graph trajectory into ego-graph trajectories, i.e. p(Yt j G1:t) =

Q
v p(y

t j G1:t
v ).

An ego-graph induced from node v at time t is defined as Gtv = (Xt
v;A

t
v) where At

v is the adjacency
matrix including all edges in node v’s L-hop neighbors at time t, i.e. N t

v , and Xt
v includes the

features of nodes in N t
v . The optimization objective is to learn an optimal predictor with empirical

risk minimization

min
�

E(yt;G1:t
v )∼ptr(yt;G1:t

v )L(f�(G1:t
v ); yt) (1)

where f� is a learnable dynamic graph neural networks, We use G1:t
v ,yt to denote the random variable

of the ego-graph trajectory and its label, and G1:t
v ,yt refer to the respective instances.

Spatio-temporal distribution shift. However, the optimal predictor trained with the training
distribution may not generalize well to the test distribution when there exists a distribution shift
problem. In the literature of dynamic graph, researchers are devoted to capture laws of network
dynamics which are stable in systems [20, 21, 22, 23, 24]. Following them, we assume the conditional
distribution is the same ptr(YtjG1:t) = pte(Y

tjG1:t), and only consider the covariate shift problem
where ptr(G1:t) 6= pte(G

1:t). Besides temporal distribution shift which naturally exists in time-
varying data [25, 12, 26, 27, 28] and structural distribution shift in non-euclidean data [29, 18, 30],
there exists a much more complex spatio-temporal distribution shift in dynamic graphs. For example,
the distribution of ego-graph trajectories may vary across periods or communities.
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