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Abstract

Learning functions with high-dimensional outputs is critical in many applications, such as physical simulation and engineering design. However, collecting training examples for these applications is often costly, e.g., by running numerical solvers. The recent work (Li et al., 2022) proposes the first multi-fidelity active learning approach for high-dimensional outputs, which can acquire examples at different fidelities to reduce the cost while improving the learning performance. However, this method only queries at one pair of fidelity and input at a time, and hence has a risk to bring in strongly correlated examples to reduce the learning efficiency. In this paper, we propose Batch Multi-Fidelity Active Learning with Budget Constraints (BMFAL-BC), which can promote the diversity of training examples to improve the benefit-cost ratio, while respecting a given budget constraint for batch queries. Hence, our method can be more practically useful. Specifically, we propose a novel batch acquisition function that measures the mutual information between a batch of multi-fidelity queries and the target function, so as to penalize highly correlated queries and encourages diversity. The optimization of the batch acquisition function is challenging in that it involves a combinatorial search over many fidelities while subject to the budget constraint. To address this challenge, we develop a weighted greedy algorithm that can sequentially identify each (fidelity, input) pair, while achieving a near $(1 - 1/e)$-approximation of the optimum. We show the advantage of our method in several computational physics and engineering applications.

1 Introduction

Applications, such as in computational physics and engineering design, often demand we calculate a complex mapping from low-dimensional inputs to high-dimensional outputs, such as finding the optimal material layout (output) given the design parameters (input), and solving the solution field on a mesh (output) given the PDE parameters (input). Computing these mappings is often very expensive, e.g., iteratively running numerical solvers. Hence, learning a surrogate model to outright predict the mapping, which is much faster and cheaper, is of great practical interest and importance (Kennedy and O’Hagan [2000], Conti and O’Hagan [2010]).

However, collecting training examples for the surrogate model becomes another bottleneck, since each example still requires a costly computation. To alleviate this issue, Li et al. (2022) developed DMFAL, a first deep multi-fidelity active learning algorithm, which can acquire examples at different fidelities to reduce the cost of data collection. Low-fidelity examples are cheap to compute (e.g., with coarse meshes) yet inaccurate; high-fidelity examples are accurate but much more expensive (e.g., calculated with dense grids). See Fig. 1 for an illustration. DMFAL uses an optimization-based acquisition method to dynamically identify the input and fidelity at which to query new examples, so as to improve the learning performance, lower the sample complexity, and reduce the cost.
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Despite its effectiveness, DMFAL can only optimize and query at one pair of input and fidelity each time and hence ignores the correlation between consecutive queries. As a result, it has a risk of bringing in strongly correlated examples, which can restrict the learning efficiency and lead to a suboptimal benefit-cost ratio. In addition, the sequential querying and training strategy is difficult to utilize parallel computing resources that are common nowadays (e.g., multi-core CPUs/GPUs and computer clusters) to query concurrently and to further speed up.

In this paper, we propose BMFAL-BC, a batch multi-fidelity active learning method with budget constraints. Our method can acquire a batch of multi-fidelity examples at a time to inhibit the example correlations, promote diversity so as to improve the learning efficiency and benefit-cost ratio. Our method can respect a given budget in issuing batch queries, hence are more widely applicable and practically useful. Specifically, we first propose a novel acquisition function, which measures the mutual information between a batch of multi-fidelity queries and the target function. The acquisition function not only can penalize highly correlated queries to encourage diversity, but also can be efficiently computed by an Monte-Carlo approximation. However, optimizing the acquisition function is challenging because it incurs a combinatorial search over fidelities and meanwhile needs to obey the constraint. To address this challenge, we develop a weighted greedy algorithm. We sequentially find one pair of fidelity and input each step, by maximizing the increment of the mutual information weighted by the cost. In this way, we avoid enumerating the fidelity combinations and greatly improve the efficiency. We prove that our greedy algorithm nearly achieves a $(1 - \frac{1}{e})$-approximation of the optimum, with a few minor caveats.

For evaluation, we examined BMFAL-BC in five real-world applications, including three benchmark tasks in physical simulation (solving Poisson’s, Heat and viscous Burger’s equations), a topology structure design problem, and a computational fluid dynamics (CFD) task to predict the velocity field of boundary-driven flows. We compared with the budget-aware version of DMFAL, single multi-fidelity querying with our acquisition function, and several random querying strategies. Under the same budget constraint, our method consistently outperforms the competing methods throughout the learning process, often by a large margin.

2 Background

2.1 Problem Setting

Suppose we aim to learn a mapping $f : \Omega \subseteq \mathbb{R}^r \rightarrow \mathbb{R}^d$ where $r$ is small but $d$ is large, e.g., hundreds of thousands. To economically learn this mapping, we collect training examples at $M$ fidelities. Each fidelity $m$ corresponds to mapping $f_m : \Omega \rightarrow \mathbb{R}^{d_m}$. The target mapping is computed at the highest fidelity, i.e., $f(x) = f_M(x)$. The other $f_m$ can be viewed as a (rough) approximation of $f$. Note that $d_m$ is unnecessarily the same as $d$ for $m < M$. For example, solving PDEs on a coarse mesh will give a lower-dimensional output (on the mesh points). However, we can interpolate it to the $d$-dimensional space to match $f(\cdot)$ (this is standard in physical simulation (Zienkiewicz et al., 1977)). Denote by $\lambda_m$ the cost of computing $f_m(\cdot)$ at fidelity $m$. We have $\lambda_1 \leq \ldots \leq \lambda_M$.

2.2 Deep Multi-Fidelity Active Learning (DMFAL)

To effectively estimate $f$ while reducing the cost, Li et al. (2022) proposed DMFAL, a multi-fidelity deep active learning approach. Specifically, a neural network (NN) is introduced for each fidelity $m$, where a low-dimensional hidden output $h_m(x)$ is first generated, and then projected to the high-dimensional observation space. Each NN is parameterized by $(A_m, W_m, \theta_m)$, where $A_m$ is the projection matrix, $W_m$ is the weight matrix of the last layer, and $\theta_m$ consists of the remaining NN parameters. The model is defined as follows,

$$x_m = [x; h_{m-1}(x)], \quad h_m(x) = W_m \phi_{\theta_m}(x_m), \quad y_m(x) = A_m h_m(x) + \xi_m, \quad (1)$$

where $x_m$ is the input to the NN at fidelity $m$, $y_m(x)$ is the observed $d_m$ dimensional output, $\xi_m \sim \mathcal{N}(0, \tau_m I)$ is a random noise, $\phi_{\theta_m}(x_m)$ is the output of the second last layer and can be viewed as a nonlinear feature transformation of $x_m$. Since $x_m$ includes not only the original input $x$ but also the hidden output from the previous fidelity, i.e., $h_{m-1}(x)$, the model can propagate information throughout fidelities and capture the complex relationships (e.g., nonlinear and nonstationary) between different fidelities. The whole model is visualized in Fig. 5 of Appendix. To estimate the posterior of the model, DMFAL uses a structural variational inference algorithm. A multi-variate Gaussian
multi-fidelity surrogate to predict solution fields

\[ u_t + u u_x - \nu \cdot u_{xx} = 0 \]

Figure 1: Illustration of the motivation and goal with physical simulation as an example. It is costly to solve every PDE from scratch. We aim to train a multi-fidelity surrogate model to directly predict high-fidelity solution fields given the PDE parameters. To further reduce the cost of collecting the training data with numerical solvers, we seek to develop multi-fidelity active learning algorithms.

posterior is introduced for each weight matrix, \( q(W_m) = \mathcal{N}(\text{vec}(W_m)|\mu_m, \Sigma_m) \). A variational evidence lower bound (ELBO) is maximized via stochastic optimization and the reparameterization trick (Kingma and Welling, 2013).

To conduct active learning, DMFAL views the most valuable example at each fidelity \( m \) as the one that can best help its prediction at the highest fidelity \( M \) (i.e., the target function). Accordingly, the acquisition function is defined as

\[
a(m, x) = \frac{1}{\lambda_m} I(y_m(x), y_M(x)|D) = \frac{1}{\lambda_m} \left( \mathbb{H}(y_m|D) + \mathbb{H}(y_M|D) - \mathbb{H}(y_m, y_M|D) \right),
\]

where \( I(\cdot, \cdot) \) is the mutual information, \( \mathbb{H}(\cdot) \) is the entropy, and \( D \) is the current training dataset. The computation of the acquisition function is quite challenging because \( y_m \) and \( y_M \) are both high dimensional. To address this issue, DMFAL takes advantage of the fact that each low-dimensional output \( h_m(x) \) is a nonlinear function of the random weight matrices \( \{W_1, \ldots, W_m\} \). Based on the variational posterior \( \{q(W_j)\} \), DMFAL uses the multi-variate delta method (Oehlert, 1992; Bickel and Doksum, 2015) to estimate the mean and covariance of \( \hat{h} = [h_m; h_M] \), with which to construct a joint Gaussian posterior approximation for \( \hat{h} \) by moment matching. Then, from the projection in (1), we can derive a Gaussian posterior for \( [y_m; y_M] \). By further applying Weinstein-Aronszajn identify (Kato, 2013), we can compute the entropy terms in (2) conveniently and efficiently.

Each time, DMFAL maximizes the acquisition function (2) to identify a pair of input and fidelity at which to query. The new example is added into \( D \), and the deep multi-fidelity model is retrained and updated. The process repeats until the maximum number of training examples have been queried or other stopping criteria are met.

3 Batch Multi-Fidelity Active Learning with Budget Constraints

While effective, DMFAL can only identify and query at one input and fidelity each time, hence ignoring the correlations between the successive queries. As a result, highly correlated examples are easier to be acquired and incorporated into the training set. Consider we have found \( (x^*, m^*) \) that maximizes the acquisition function (2). It is often the case that a single example will not cause a significant change of the model posterior \( \{q(W_m)\} \) (especially when the current dataset \( D \) is not very small). When we optimize the acquisition function again, we are likely to obtain a new pair \( (\hat{x}^*, \hat{m}^*) \) that is close to \( (x^*, m^*) \) (e.g., \( \hat{m}^* = m^* \) and \( \hat{x}^* \) close to \( x^* \)). Accordingly, the queried example will be highly correlated to the previous one. The redundant information within these examples can restrict the learning efficiency, and demand for more queries (and cost) to achieve the satisfactory performance. Note that the similar issue have been raised in other single-fidelity, pool-based active learning works, e.g., (Geifman and El-Yaniv, 2017; Kirsch et al., 2019); see Sec 4.

To overcome this problem, we propose BMFAL-BC, a batch multi-fidelity active learning approach to reduce the correlations and to promote the diversity of training examples, so that we can improve the learning performance, lower the sample complexity, and better save the cost. In addition, we take into account the budget constraint in querying the batch examples, which is common in practice (like cloud or high-performance computing) (Mendes et al., 2020). Under the given budget, we aim to find a batch of multi-fidelity queries that improves the benefit-cost ratio as much as possible.
3.1 Batch Acquisition Function

Specifically, we first consider an acquisition function that allows us to jointly optimize a set of inputs and fidelities. While it seems natural to consider how to extend (2) to the batch case, the acquisition function in (2) is about the mutual information between $y_m(x)$ and $y_M(x)$. That means, it only measures the utility of the query $(m, x)$ in improving the estimate of the target function at $x$ itself (i.e., $y_M(x)$), rather than at any other input. To take into account the utility in improving the function estimation at all the inputs, we therefore propose a new single acquisition function,

$$a_s(m, x) = \mathbb{E}_{p(x')} \left[ I \left( y_m(x), y_M(x') \right) \mid D \right]$$

where $x' \in \Omega$ and $p(x')$ is the distribution of the input in $\Omega$. We can see that, by varying the input $x'$ in the second argument of the mutual information, we are able to evaluate the utility of the query in improving the estimation of the entire body of the target function. Hence, it is more reasonable and comprehensive. Now, consider querying a batch of examples under the budget $B$, we extend (5) to

$$a_{\text{batch}}(M, X) = \mathbb{E}_{p(x')} \left[ I \left( \{ y_{m_j}(x_j) \}_{j=1}^n, y_M(x') \mid D \right) \right], \quad \text{s.t.} \sum_{j=1}^n \lambda_{m_j} \leq B,$$  

where $M = \{ m_1, \ldots, m_n \}$, $X = \{ x_1, \ldots, x_n \}$, and $D$ is the current training dataset. We can see that the more correlated $\{ y_{m_j}(x_j) \}_{j=1}^n$, the smaller the mutual information, and hence the smaller the expectation in (6). Therefore, the batch acquisition function implicitly penalizes strongly correlated queries and favors diversity.

The expected mutual information in (6) is usually analytically intractable. However, we can efficiently compute it with a Monte-Carlo approximation. That is, we draw $A$ independent samples from the input distribution, $x'_1, \ldots, x'_A \sim p(x')$, and compute

$$a_{\text{batch}}(M, X) = \frac{1}{A} \sum_{i=1}^A \left( \sum_{j=1}^n \lambda_{m_j} \right).$$

It is straightforward to extend the multi-variate delta method used in DMFAL to calculate the mutual information in (5). We can then maximize (5) subject to the budget constraint, $\sum_{j=1}^B \lambda_{m_j} \leq B$, to acquire more diverse and informative training examples. In addition, when parallel computing resources (e.g., multi-core CPUs/GPUs and computer clusters) are available, we can acquire these queries in parallel to further speed up the active learning.

However, directly maximizing (5) will incur a combinatorial search over multiple fidelities in $M$, and hence is very expensive. Note that the number of examples $n$ is not fixed, and can vary as long as the cost does not exceed the budget $B$, which makes the optimization even more challenging. To address these issues, we propose a weighted greedy algorithm to sequentially determine each $(m_j, x_j)$ pair.

3.2 Weighted Greedy Optimization

Specifically, at each step, we maximize the mutual information increment on one pair of input and fidelity, weighted by the corresponding cost. Suppose at step $k$, we have identified a set of $k$ inputs and fidelities at which to query, $Q_k = \{ (x_j, m_j) \}_{j=1}^k$. To identify a new pair of input and fidelity at step $k + 1$, we maximize a weighted incremental version of (5),

$$\hat{a}_{k+1}(x, m) = \frac{1}{A} \sum_{i=1}^A \left( \sum_{j=1}^n \lambda_{m_j} \right) I \left( \mathcal{Y}_k \cup \{ y_m(x) \}, y_M(x') \mid D \right) - I \left( \mathcal{Y}_k, y_M(x') \mid D \right)$$

s.t. $\lambda_m + \sum_{m \in \mathcal{M}_k} \lambda_{m_j} \leq B,$

where $\mathcal{Y}_k = \{ y_{m_j}(x_j) \} (x_j, m_j) \in Q_k$, and $\mathcal{M}_k$ are all the fidelities in $Q_k$. At the beginning ($k = 0$), we have $Q_k = \emptyset$, $\mathcal{Y}_k = \emptyset$ and $\mathcal{M}_k = \emptyset$. Each step, we look at each valid fidelity, i.e., $1 \leq \lambda_m \leq B - \sum_{m \in \mathcal{M}_k} \lambda_{m_j}$, and find the optimal input. We then add the pair $(m, x)$ that gives the largest $\hat{a}_{k+1}$ into $Q_k$, and proceed to the next step. Our greedy approach is summarized in Algorithm
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Algorithm 1
\begin{algorithm}
\caption{Weighted-Greedy( \{λ_m\}, budget \textit{B})}
\begin{algorithmic}[1]
\STATE 1: \(k \leftarrow 0, Q_k \leftarrow \emptyset, C_k \leftarrow 0\)
\WHILE {\(C_k \leq B\)}
\STATE 3: Optimize the weighted incremental acquisition function in (6):
\begin{equation}
(x^\ast, m^\ast) = \arg\max_{x \in \Omega, 1 \leq m \leq B - C_k} \hat{\alpha}_{k+1}(x, m)
\end{equation}
\STATE 4: if Infeasible then
\STATE 5: break
\STATE 6: end if
\STATE 7: \(k \leftarrow k + 1\)
\STATE 8: \(Q_k \leftarrow Q_{k-1} \cup \{(x^\ast, m^\ast)\}\)
\STATE 9: \(C_k \leftarrow C_{k-1} + \lambda_m^\ast\)
\ENDWHILE
\STATE 10: end while
\STATE 11: Return \(Q_k\)
\end{algorithmic}
\end{algorithm}

The intuition of our approach is as follows. Mutual information is a classic submodular func-
tion (Krause and Guestrin [2005], and hence if there were no budget constraints or weights, greedily
choosing the input which increases the mutual information most achieves a solution within \((1 - 1/e)\)
of the optimal (Krause and Golovin [2014]). However, Leskovec et al. [2007] observed that when
items have a weight (corresponding to the cost for different fidelities in our case) and there is a budget
constraint, then the approximation factor can be arbitrarily bad. We observe, and prove, that this only
occurs as the budget is about to be filled, and up until that point, the weighted greedy optimization
achieves the best possible \((1 - 1/e)\)-approximation of the optimal. We can formalize this \((1 - 1/e)\)-approximation in two ways, proven in the Appendix. Let \(\text{OPT}(B)\) be the maximum amount
of mutual information that can be achieved with a budget \(B\).

\textbf{Theorem 3.1.} At any step of Weighted-Greedy (Algorithm 1) before any choice of fidelity would exceed the budget, and the total budget used to that point is \(B' < B\), then the mutual information of the current solution is within \((1 - 1/e)\) of \(\text{OPT}(B')\).

\textbf{Corollary 3.1.} If Weighted-Greedy (Algorithm 1) is run until input-fidelity pair \((x, m)\) that corre-
sponds with the maximal acquisition function \(\alpha_{k+1}(x, m)\) would exceed the budget, it selects that
input-fidelity pair anyways (the solution exceeds the budget \(B\)) and then terminates, the solution
obtained is within \((1 - 1/e)\) of \(\text{OPT}(B)\).

We next sketch the main idea of how to prove the main result. Adding a new fidelity-input pair \((m, x)\)
gives an increment of learning benefit \(\Delta_j = \Pi(Q_k \cup \{y_m(x)\}, y_M(x_j)\mid D) - \Pi(Q_k, y_M(x_j)\mid D)\). Since we need to trade off to the cost \(\lambda_m\), we can view there are \(\lambda_m\) independent copies of \(x\) (for the particular fidelity \(m\), and adding each copy gives \(\Delta_j\) benefit. We choose the optimal \(x\) and \(m\) that maximizes the benefit \(\Delta_j/\lambda_m\). Since all the \(\lambda_m\) copies of \(x\) have the equal, biggest benefit (among all possible choices of inputs in \(\Omega\) and fidelities in \(M\)), we choose to add them first (greedy strategy), which in total gives \(\Delta_j\) benefit – their benefit does not diminish as each copy is added. Via dividing by \(\lambda_m\) and considering the copies, which each have unit weight, we can apply the standard submodular optimization analysis obtaining \((1 - 1/e)\text{OPT}\), at least until we encounter the budget constraint.

\textbf{3.3 Algorithm Complexity}

The time complexity of our weighted greedy optimization is \(\mathcal{O}(\frac{B}{\lambda_1} MG)\) where \(\lambda_1\) is the cost for the lowest fidelity, \(G\) is the cost of the underlying numerical optimization (\textit{e.g.,} L-BFGS) and acquisition function computation (detailed in [Li et al., 2022]). The space complexity is \(\mathcal{O}(\frac{B}{\lambda_1}(r + d + 1))\), which is to store at most \(B/\lambda_1\) pairs of input locations and fidelities, and their corresponding outputs (\textit{i.e.,} the querying results). Therefore, both the time and space complexities are linear to the budget \(B\).

\textbf{4 Related Work}

As an important branch of machine learning, active learning has been studied for a long time (Balcan
Settles [2009], Balcan et al. [2009], Dasgupta [2011], Hanneke et al. [2014]). While many prior works develop active learning algorithms for kernel based models, \textit{e.g.,} (Schohn and Cohn [2000]).
We first evaluated BMFAL-BC in several benchmark tasks of computational physics, weighted greedy algorithm with additional theoretical guarantees to respect the budget constraint. Tong and Koller, 2001; Joshi et al., 2009; Krause et al., 2008; Li and Guo, 2013; Huang et al., 2010), 128 ground-truth outputs from a much denser mesh: 500 evaluate the prediction accuracy, for each PDE, we randomly sampled setting. The training inputs of the initial dataset were uniformly sampled from the domain. To two-fidelity setting, and 10 dataset for active learning, we generated 10 λ obtain the querying cost at each fidelity, for many times, and computed the average running time. We normalized the average running time to condition parameters. The details are provided in (Li et al., 2022). We ran the solver at each fidelity Poisson’s equation, with a 16 50 examples by coarse meshes. The dimension of the output is the number of the grid points. For examples, a 16 64 mesh means the output dimension is 2, 500. We provided two-fidelity queries for each PDE, corresponding to 16 × 16 and 32 × 32 meshes. We also tested three-fidelity queries for Poisson’s equation, with a 64 × 64 mesh to generate examples at the third fidelity. We denote the three-fidelity setting by Poisson-3. The input comprises of the PDE parameters and/or boundary/initial condition parameters. The details are provided in (Li et al., 2022). We ran the solver at each fidelity for many times, and computed the average running time. We normalized the average running time to obtain the querying cost at each fidelity, λ1 = 1, λ2 = 3 and λ3 = 10. To collect the initial training dataset for active learning, we generated 10 fidelity-1 examples and 2 fidelity-2 examples for in the two-fidelity setting, and 10, 5, and 2 examples of fidelity-1, 2, 3, respectively, for the three-fidelity setting. The training inputs of the initial dataset were uniformly sampled from the domain. To evaluate the prediction accuracy, for each PDE, we randomly sampled 500 inputs, calculated the ground-truth outputs from a much denser mesh: 128 × 128 for Burger’s and Poisson’s and 100 × 100.
for Heat equation. The predictions at the highest fidelity were then interpolated to these denser meshes (Zienkiewicz et al., 1977) to evaluate the error.

**Competing Methods.** Since currently there is not any budget-aware, batch multi-fidelity active learning approach (to our knowledge), for comparison, we first made a simple extension of the state-of-the-art multi-fidelity active learning method, DMFAL (Li et al., 2022). Specifically, to obtain a batch of queries, we ran DMFAL as it is, namely, each step acquiring one example by maximizing Eq. (2) and then retraining the model, until the budget is exhausted or no new queries can be issued (otherwise the budget will be exceeded). We denote this method by (i) DMFAL-BC. Note that it is still sequentially querying and training inside each batch, but respects the budget. Next, to confirm the effectiveness of the proposed new acquisition function (3) (based on which, we propose our batch acquisition function (4)), we ran active learning in the same way as DMFAL-BC, except the acquisition function is replaced by \( \frac{a_s(m, x)}{\lambda_m} \) where \( a_s \) is defined by (3). To compute \( a_s \), we used an Monte-Carlo approximation similar to (5), where the number of samples \( A \) is 20. We denote this method by (ii) MFAL-BC. In addition, we compared with (iii) DMFAL-BC-RF, which follows the running of DMFAL-BC, but each time, it randomly selects a fidelity \( m \), then maximize the mutual information \( I(y_m(x), y_M(x) | D) \) — the numerator of (2) — to identify the corresponding input. Similarly, we tested (iv) MFAL-BC-RF, which follows the execution of MFAL-BC, but each time, it randomly selects a fidelity \( m \) and maximizes \( a_s(m, x) \). Again \( a_s \) is computed by the Monte-Carlo approximation. For all these methods, we used L-BFGS for the input optimization. Finally, we tested (v) Batch-BCFL, which randomly samples both the fidelity and input at each step (i.e., fully random), until the budget is used up or no more fidelities are available. Then the batch of the acquired examples were added into the dataset altogether to retrain the model. Note that there are other possible acquisition functions, e.g., the popular predictive variances and BALD (Houlsby et al., 2011). Their multi-fidelity versions have been tested and compared against DMFAL in (Li et al., 2022), and turns out to be inferior. Hence, we did not test their possible variants/extensions in our paper.

**Settings and Results.** All the methods were implemented by PyTorch (Passke et al., 2019). We followed the same setting as in (Li et al., 2022) to train the deep multi-fidelity model (see Sec. 2.2), which employed a two-layer NN at each fidelity, tanh activation, and the layer width was selected from \{20, 40, 60, 80, 100\} from the initial training data. The dimension of the latent output was 20. The learning rate was tuned from \{10^{-4}, 5 \times 10^{-4}, 10^{-3}, 5 \times 10^{-3}, 10^{-2}\}. We set the budget for acquiring each batch to 20 (normalized seconds), and ran each method to acquire 25 batches of training examples. We tracked the running performance of each method in terms of the normalized root-mean-square-error (nRMSE). We repeated the experiment for five times, and report the average nRMSE vs. the accumulated cost (i.e., the summation of the corresponding \( \lambda \)'s in each acquired example) in Fig. 2. The shaded region exhibits the standard deviation. As we can see, BMFAL-BC consistently outperforms all the competing methods by a large margin. At very early stages, all the methods exhibit similar prediction accuracy. This is reasonable, because they started with the same training set. However, along with more batches of queries, BMFAL-BC shows better performance, and its discrepancy with the baselines is in general growing. In addition, MFAL-BC constantly outperforms DMFAL-BC. Since they conduct the same one-by-one querying and training strategy, the improvement MFAL-BC reflects the advantage of our new single acquisition function (3) over the one used in DMFAL. Together these results have demonstrated the advantage of our method.

### 5.2 Topology Structure Optimization

Next, we applied our approach in topology structure optimization, which is critical in many manufacturing and engineering design problems, such as 3D printing, bridge construction, and aircraft engine production. A topology structure is used to describe how to allocate the material, e.g., metal and concrete, in a designated spatial domain. Given the environmental input, e.g., a pulling force or pressure, we want to identify the structure with the optimal property of interest, e.g., maximum stiffness. Traditionally, we convert it to a constraint optimization problem, for which we minimize a compliance objective with a total volume constraint (Sigmund, 1997). Since the optimization often needs to repeatedly run numerical solvers to solve relevant PDEs, the computation is very expensive. We aim to learn a surrogate model with active learning, which can predict the optimal structure outright given the environmental input.

Specifically, our task is to design a linear elastic structure in an L-shape domain discretized in \([0, 1] \times [0, 1]\). The environmental input is a load at the bottom half right and described by two
parameters: angle (in $[0, \frac{\pi}{2}]$) and location (in $[0.5, 1]$). Given a particular load, we aim to find the structure that has the maximum stiffness. To calculate the compliance in the structure optimization, we need to repeatedly apply the Finite Element Method (FEM) (Keshavarzzadeh et al., 2018), where the fidelity is determined by the mesh. In the active learning, the training examples can be acquired at two fidelities. One corresponds to a $50 \times 50$ mesh used in the FEM, and the other $75 \times 75$. The output dimension of the two fidelities is therefore $2 \times 500$ and $5 \times 625$, respectively. The querying cost is the normalized average time to find the optimal structure (with the standard approach), $\lambda_1 = 1$ and $\lambda_2 = 3$. To evaluate the performance, 500 test structures were randomly generated with a $100 \times 100$ mesh. We interpolated the high-fidelity prediction of each method to the $100 \times 100$ mesh and then evaluated the prediction error.

At the beginning, we uniformly sampled the input (i.e., load angle and location) to collect 10 structures at the first fidelity and 2 at the second fidelity, as the initial training set. We then ran all the active learning methods, with budget 20 per batch, to acquire 25 batches of examples. We examined the average nRMSE along with the accumulated cost of acquiring the examples. The results are reported in Fig. 2. We can see that the prediction accuracy of BMFAL-BC is consistently better than all the competing methods during the active learning. The improvement becomes larger when more examples are acquired. The results confirm the advantage of BMFAL-BC.

5.3 Predicting Spatial-Temporal Fields of Flows

Third, we evaluated BMFAL-BC in computational fluid dynamics (CFD). We considered a classical application where the flow is inside a rectangular domain (represented by $[0, 1] \times [0, 1]$), and driven...
by rotating boundaries with a constant velocity \cite{bozeman1973optimum}. The velocities of different parts inside the flow will vary differently, and eventually lead to turbulent fluids. To compute the velocity field in the time spatial domain, we need to solve the incompressible Navier-Stokes equations \cite{chorin1968numerical}, which is known to be computationally challenging, especially under large Reynolds numbers. We considered the active learning task of predicting the first component of the velocity field at 20 evenly spaced points in the temporal domain $[0, 10]$. The training examples can be queried at two fidelities. The first fidelity uses a $50 \times 50$ mesh in the $[0,1] \times [0,1]$ spatial domain, and the second fidelity $75 \times 75$. Accordingly, the output dimensions are $50,000$ and $112,500$; the cost per query is $\lambda_1 = 1$ and $\lambda_2 = 3$. The input is five dimensional, including the velocities of the four boundaries and the Reynolds number. The details are given in \cite{li2022elicited}. For testing, we computed the solution fields of 256 random inputs, using a $128 \times 128$ mesh. We used the cubic-spline interpolation to align the prediction made by each method to the $128 \times 128$ grid, and then calculated normalized RMSE. To conduct the active learning, we randomly generated 10 and 2 examples in each fidelity as the initial training set. We set the budget to 10, and ran each method to acquire 25 batches. We repeated the experiment for five times, and examined how the average nRMSE varied along with the accumulated cost. As shown in Fig. 3b, BMFAL-BC keeps exhibiting superior predictive performance during the course of active learning. Again, the more examples acquired, the more improvement of BMFAL-BC upon the competing methods. The results are consistent with the previous experiments. Note that throughout these comparisons, we focus on the accumulated
cost of querying (or generating) new examples, because it dominates the total cost, and in practice is the key bottleneck in learning the surrogate model. For example, in topology optimization (Sec 5.2) and the fluid dynamic experiment, running a high-fidelity solver once takes 300-500 seconds on our hardware, while the surrogate training takes less than 2 seconds, and our weighted greedy optimization of the batch acquisition function (Algorithm 1) takes a few seconds. One can imagine for practical larger-scale problems, the simulation cost, e.g., taking hours or even days to generate one example, can be even more dominant and decisive.

5.4 Influence of Different Budgets

Finally, we examined how the budget choice will influence the performance of active learning. To this end, we varied the budget $B$ in $\{20, 35, 50\}$ and tested all the methods for Poisson’s, Burger’s and heat equations. We used the same two-fidelity settings as in Sec. 5.1. For each budget, we ran the experiment for five times. We show the average nRMSE vs. the accumulated cost in Fig. 4. As we can see, the larger the budget per batch, the better the running performance of BMFAL-BC. This is reasonable, because a larger budget allows our method to generate more queries in each batch and in the meantime to account for their correlations or information redundancy. Accordingly, the acquired training examples are overall more diverse and informative. Again, BMFAL-BC outperforms all the competing methods under every budget. The improvement of BMFAL-BC is bigger under larger budget choices. This together demonstrates the advantage of batch active learning that takes into account the correlations between queries.

6 Conclusion

We have presented BMFAL-BC, a budget-aware, batch multi-fidelity active learning algorithm for high-dimensional outputs. Our weighted greedy algorithm can efficiently generate a batch of input-fidelity pairs for querying under the budget constraint, without the need for combinatorially searching over the fidelities, while achieving good approximation guarantees. The results on several typical computational physical applications are encouraging.
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