A Derivation of (5)

Because
_ 1 ift=1N,
t 2 otherwise

holds on path graphs, we have

N-1 N—1

(n) = M! . t=2 HzG[R ny! ntij
ZJVI N-1 H n '

t=1 i,j€[R] tw t=1 5 j€[R]

tij

from (2). This gives
—log F(n) — log Pr(y|n)
= —logM' + Mlog Z

- Z Z IOgntz' + Z Z IOgntzj' - Z Z Ntij 10g¢tzj Z Z Ingtz y|n

t=2 ic[R] t=1 z,JE[R] t=1 ,j€[R] t=1i€[R]
N—
E E ftzg ntz] + § E ntz + § § htz ntz 7
t=1 i,j€[R] t=2 i€[R] t=1i€[R)]

where C'is a constant. We can verify easily that the feasible region of problem (5) is ]LJZV[ defined in

@).
B Proofs

B.1 Proof of Proposition ]|

Proof. The function log z! is a discrete convex function, since
log(z +2)! +log 2! — 2log(z + 1)!
= log(z +2) —log(z +1) > 0.

This yields that fi;;(z) = log z! — z - log ¢4,; is a discrete convex function and ¢g(z) = —log z!is a
discrete concave function. Because a univariate continuous convex function is also a discrete convex
function, hy;(2) = — log [ps; (yei]2)] is a discrete convex function from Assumption|[l] O

B.2  Proof of Proposition 2]

Proof. First, we show that
—log(w!) + a - (z —w) > —log(z!), VzeZxg (6)
holds for arbitrary w € Zx>¢, when —log(w + 1) < a < —logw. When z > w,

z

—log(w!) + a- (z — w) + log(z!) = Z (a+1logk) >0

k=w+1
holds because o + log(w + 1) > 0. When z < w,
—log(w!) + a - (z — w) + log(z!) Z (—a—logk) >0
k=z+1

holds because —a — log w > 0. Thus, inequality (6) holds.

Substituting w = ngf) in @) we get gt(f)(z) > g(z) for all z € Z>(. This yields
N-1 R N-1 R

REOm) =33 g0 () > 3> gln) = R(n).
t=2

=1 t=2 i=1

Furthermore, since g( )(n;)) (nil)) from simple calculation, we get R(*) (n(*)) = R(n(®)). O
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Figure 5: The computation time of each algorithm when varying N. The values are averages of 10
synthetic instances when R is fixed to 50, M is fixed to 10% and the uniform potential is used.

B.3 Proof of Proposition 3]

Proof. There is a one-to-one correspondence between a feasible solution to the problem (3)), 7, and
a feasible solution to the MCFP instance constructed, z, under the relationship n;; = 2y, ;u, ; and
Nij = Zwyuseq,,;> the cOnNstraint Zie[ R i = M is equivalent to the supply constraints at node
o and d, the constraint »_ je[r) My = Mt corresponds to the flow conservation rule at node w ;
and the constraint ie[r) Tij = Mit+1,j corresponds to the flow conservation rule at node 41 ;.
Moreover, corresponding n and z and have the same objective function value in problem (5)) and the
MCEFP instance, respectively. These facts yield that n* is the optimum solution of the problem (3).
Because all the cost functions are discrete convex (this can be easily verified by Proposition [[]and

definition of gt(f ) (z) in Proposition , the constructed instance belongs to C-MCFP. O

C Additional experimental results

C.1 Computation time

We run an experiment to investigate the relationship between N (i. e. the number of vertices of
the underlying graph) and the computation time. The results are shown in Figure[5] The values are
averages of 10 synthetic instances when R is fixed to 50, M is fixed to 10® and the uniform potential
is used.

C.2 Characteristics of the solutions

We run the same experiments as Figure [2] varying the value of M. The results are shown in Figures|[6]
and[7] The outputs of the proposed method and NLBP are totally different when M is small, and they
get closer as M increases. This is owing to the nature of Stirling’s approximation log ! ~ z log = —z;
it is inaccurate especially when z is small.

C.3 Histogram interpolation

As an application of MAP inference of CGMs on path graphs, we can interpolate the time series
of histograms between given two histograms. In this section, we show experimental results on this
application and discuss the differences between the output of the proposed method and that of the
existing method.

C.3.1 Settings

First, we briefly explain how to realize interpolation between two histograms by MAP inference
of CGMs on path graphs. Suppose we are given histogram 7, := [111,...,71 ] at time 1 and the
histogram i)y == [N1, ..., NN g] attime N. The interpolated histogram 7, at time ¢ (= 2, ..., N—1)
is calculated by the following procedure.

1. Consider a CGM on a path graph with /V vertices.

14



M =100, uniform

Proposed (L), Sparsity: 77% NLBP, Sparsity: 0% NLBP (rounded), S[p[arsit 1 99%
% .

M = 200, uniform

NLBP, Sparsity: 0% NLBP
] |
] \
H 1
Tl
|
\
T
M = 300, uniform
Proposed (L), Sparsit :4|-4|'Zo NLBP, S Tarsity: 0% NLBP (rounded), S‘plarsit :|C|33%

[T
1]

R
I
A‘H,_ ]

T
11
R

1=

[
EJ [

M =500, uniform

'\\"TBP’ S T’:lrsity: 0% NBP

i

Figure 6: Comparison of solutions yielded by the proposed method (L), NLBP, and NLBP (rounded)
when R = 20 and the uniform potential is used.
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Figure 7: Comparison of solutions yielded by the proposed method (L), NLBP and NLBP (rounded)
when R = 20 and the distance potential is used.
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2. Lety; =n1 and yy = nn.

3.y (t = 2,...,N — 1) is treated as a missing value. This can be achieved by setting
hii(z) =0 (t =2,...,N — 1, i € [R]) in the objective function of the problem (3).

4. Find a solution n* to the MAP inference problem under an appropriate potential ¢.
5. Obtain an interpolation result by ny; = n};, (t =2,...,N — 1, i € [R]).

In our experiment, we consider a grid space of size 5 x 5 = 25 (= R) and a histogram n =
[, . ..,ng] with a value n; for each cell s (=1, ..., R). To get interpolation results which consider
the geometric structure defined by Euclidean distance in the grid space, we set the potential ¢;; =
exp(—(r; —7;)% — (¢ — ¢;)?)), where (74, ¢;) is the two-dimensional coordinate of the center of cell
i in the grid space. We set N = 6 and use Gaussian distribution py; (y¢;|n4:) o< exp(=5(yes — n¢s)?)
for the noise distributions at¢ = 1, N.

C.3.2 Results

The results are shown in Figure[8] Note that Figure [§]illustrates different objects from what is shown
in Figures [2] [ and [7} Figure [§]illustrates the interpolated node contingency table values ny; as
two-dimensional grid spaces, while Figures @ and illustrate edge contingency table values n;;; as
matrices. As shown in the figure, NLBP tends to assign non-zero values to many cells, while proposed
(L) assigns non-zero values to a small number of cells, resulting in sparse solutions. Moreover, the
outputs of the proposed (L) are integer-valued while those of NLBP are not. This characteristic of
the proposed method is beneficial for interpretability when the histogram values are the numbers of
countable objects (e.g., the number of people in the area).
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