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#### Abstract

In this paper, we address two learning problems. Suppose a family of $\ell$ unknown sparse vectors is fixed, where each vector has at most $k$ non-zero elements. In the first problem, we concentrate on robust learning the supports of all vectors from the family using a sequence of noisy responses. Each response to a query vector shows the sign of the inner product between a randomly chosen vector from the family and the query vector. In the second problem, we aim at designing queries such that all sparse vectors from the family can be approximately reconstructed based on the error-free responses. This learning model was introduced in the work of Gandikota et al., 2020, and these problems can be seen as generalizations of support recovery and approximate recovery problems, well-studied under the framework of 1-bit compressed sensing. As the main contribution of the paper, we prove the existence of learning algorithms for the first problem which work without any assumptions. Under a mild structural assumption on the unknown vectors, we also show the existence of learning algorithms for the second problem and rigorously analyze their query complexity.


## 1 Introduction

Many digital data acquisition methods can be expressed as recovering an unknown real-valued sparse vector from linear measurements. Compressed sensing is a signal processing methodology proposed in [9, 5] to make the process of vector reconstruction reliable and efficient. Criticism of classical compressed sensing is that it assumes infinite precision of real-valued measurements. One interesting setup for compressed sensing is that the measurement outcomes are quantized, e.g., only signs of measurements are captured. Different aspects of the 1-bit compressed sensing problem have been extensively investigated in recent years [1, 3, 25, 2, 16, 18, 13]. One important sub-problem that often arises in 1-bit compressed sensing is to learn the support of an unknown sparse vector. A vast body of literature focuses on this task and gives bounds on the minimum number of measurements sufficient for support recovery [1, 16, 13].

In this paper, we investigate a model which can be seen as a generalization of 1-bit compressed sensing. In this model, a family of $\ell$ unknown sparse $k$-sparse vectors in $\mathbb{R}^{n}$ is fixed, and the response to a query vector shows the sign of the inner product between the query vector and a vector picked uniformly at random from the family. The goal is to reconstruct the vectors (or only the supports of the vectors) using the least number of queries. In real-life applications, the measurements are suffered by noise, which causes sign flips. Thereby, we also suggest considering a variation of the model that admits adversarial noise.

Our problem statement is in spirit of many machine learning models, e.g., a mixture of linear regression models [7, 19, 27, 21, 17, 30, 29, 6] and a mixture of binary linear classifiers [29]. However, we stress an important difference from the classical machine learning setting: in our model, one constructs data points and an oracle provides the label for each of them; the goal is to find the minimal number of data points sufficient for learning all the components in a mixture of binary linear
classifiers. Recent works on a mixture of sparse linear regressions considered a similar setting and studied query complexity of learning algorithms [31, 23, 20].

The most relevant research to our work is provided in [14], where the noiseless version of the proposed model was discussed and some single-stage and two-stage learning strategies were provided. The main technical contribution presented in that paper is an algorithm for finding the support of the sparse vectors. However, its main drawback is that for three or more unknown vectors, it was shown to work only under the support separability assumption: the support of any unknown vector in the family is not covered by the union of the supports of the other unknown vectors (c.f. Table 1). The authors left the problem of support recovery without any structural assumptions as an open problem. We also highlight that for a family of two unknown sparse vectors, the authors of [14] provided a polynomial-time algorithm for the approximate reconstruction of both vectors that works under a mild assumption.
Since the first submission of this work, the authors of [15] have developed additional theoretical results for the robust support recovery problem. Specifically, using various tensor decomposition techniques and constructions of union-free families, it was shown how to efficiently learn with high probability the supports of all unknown vectors without any assumptions (c.f. Table 11. For certain structural assumptions on the support of unknown vectors, it was also shown how to improve the query complexity.

### 1.1 Our contribution and technique

Our main contribution lies in showing the existence of a learning algorithm that works without any assumptions and is resilient to noisy measurements. Suppose a family of $\ell$ unknown $k$-sparse vectors in $\mathbb{R}^{n}$ is fixed. For any given subset $Q \subset[n]$, we first design queries that enable us to learn the number of vectors whose support intersects $Q$ non-trivially. Based on this knowledge, we show how to reduce the support recovery problem to a problem of quantitative group testing. In this problem, one needs to learn a hidden hypergraph defined over the set $[n]$ with $\ell$ edges each of size at most $k$. The response to a query $Q \subset[n]$ shows the piercing number, the number of edges overlapping with $Q$. Here, we arrive to the concept of $(\ell, k, \alpha)$-robust-resolvable matrices (Definition 1 ) that allow us to uniquely reconstruct any hidden sparse hypergraph based on a sequence of responses. In the combinatorial coding theory literature, this concept was analyzed only when $k=1, \alpha=0$ [26]. We extend this line of research for $k \geq 1$ and $\alpha \geq 0$ and give an achievability bound for robust-resolvable matrices. In particular, we show a connection between robust-resolvable matrices and a notion that generalizes cover-free families which were previously investigated in extremal set theory [28, 12]. We highlight that the use of some specific subclasses of generalized cover-free families such as union-free families and pairwise independent union-free families was already discussed in the context of various 1-bit compressed sensing problems [14, 1, 16]. However, such a link was used before either in a very specific setting, e.g., $\ell=1$, or under certain assumptions. We note that all queries of the proposed support recovery algorithm can be carried out in parallel (Theorem 1 ).
Once the supports of all unknown vectors in the family are reconstructed, it remains to recover the values of these vectors. We consider this task in the noiseless setting and make an assumption: (a) the support of any unknown vector is not fully contained in the support of any other unknown vector from the family, and (b) the magnitude of each entry can be bounded from below and above. It is known that $\mathcal{O}(k / \epsilon \log (n / \epsilon))$ simple Gaussian queries are sufficient to learn an unknown $k$-sparse vector in $\mathbb{R}^{n}$ using only signs of linear measurements [18]. Thereby, one natural idea to recover the family of vectors is to model a Gaussian query for every given unknown vector from the family. A similar technique was also used in [14], however, our solutions work under a milder assumption. In a simple two-stage recovery process, we carry out queries required for the approximate reconstruction at the second stage after getting responses to queries used for the support recovery (Theorem 2). In a more sophisticated non-adaptive solution, we re-use the concept of cover-free families that enable us to emulate individual Gaussian queries for any potential family of $\ell$ unknown sparse vectors (Theorem 3).

We emphasize that our contribution is primarily theoretical as the questions raised in our work are purely mathematical. For instance, we leave the problem of designing a query scheme that allows for an efficient reconstruction algorithm with running time polynomial in the number of queries as an open problem. However, our research has relevant practical applications since the considered model can be used for modeling complex systems with heterogeneous data. According to [14], studying
different aspects in such a model would help analyze recommendation systems where the privacy of user's data has to be preserved.

### 1.2 Outline

The remainder of the paper is organized as follows. We introduce some notations and describe the problem statement in Sec. 2. Our results are summarized in Sec. 3. Sec. 4 describes a robust support recovery algorithm and introduces useful concepts required for the algorithm. We present our approximate recovery algorithms in Sec. 5. Finally, Sec. 6]concludes the paper and discusses some open research directions. The proofs of many statements are deferred to the supplementary material.

## 2 Problem statement

For simplicity of presentation, hereafter one-based numbering is used and $\log n$ stands for the basetwo logarithm of $n$. Let $H_{2}(\alpha)$ denote the binary entropy function, i.e., $H_{2}(\alpha)=-\alpha \log \alpha-(1-$ $\alpha) \log (1-\alpha)$. The set of integers from 1 to $n$ is abbreviated by $[n]$. A vector is denoted by bold lowercase letters, such as $\boldsymbol{x}$, and the $i$-th entry of the vector $\boldsymbol{x}$ is referred to as $x_{i}$. A binary matrix is denoted by uppercase letters, such as $X$, and the entry in the $i$-th row and the $j$-th column is written as $X_{i, j}$.
We say that a vector $\boldsymbol{x} \in \mathbb{R}^{n}$ is $k$-sparse if it contains at most $k$ non-zero components. The support of a vector $\boldsymbol{x}$, written as $\operatorname{supp}(\boldsymbol{x})$, denotes the set of coordinates corresponding to non-zero components of $\boldsymbol{x}$. We write $\mathbb{1}\{A\}$ to denote the indicator function of an event $A$. For an integer vector $\boldsymbol{x} \in \mathbb{Z}^{m}$ and an integer $r, 0 \leq r \leq m$, define the Hamming ball centered at $\boldsymbol{x}$ with radius $r$ as $B_{r}(\boldsymbol{x}):=\left\{\boldsymbol{y} \in \mathbb{Z}^{m}: d_{H}(\boldsymbol{x}, \boldsymbol{y}) \leq r\right\}$, where $d_{H}(\boldsymbol{x}, \boldsymbol{y})$ denotes the Hamming distance between $\boldsymbol{x}$ and $\boldsymbol{y}$. We will use the standard notion of $\ell^{2}$-norm written as $\|\cdot\|_{2}$.
Let $\mathcal{B}=\left\{\boldsymbol{\beta}^{(1)}, \ldots, \boldsymbol{\beta}^{(\ell)}\right\}$ be a family of $\ell$ unknown $k$-sparse vectors in $\mathbb{R}^{n}$ such that $\left\|\boldsymbol{\beta}^{(i)}\right\|_{2}=1$ for all $i \in[\ell]$. Throughout the paper we assume that the number of vectors is not too large and the vectors are indeed sparse. Specifically, let $\ell k=o(n)$. Suppose that an oracle returns a (noisy) output $y_{i} \in\{-1,1\}$ for a given query vector $\boldsymbol{x}^{(i)} \in \mathbb{R}^{n}, i \in[q]$ :

$$
\begin{equation*}
y_{i}=\operatorname{sign}\left(\left\langle\boldsymbol{x}^{(i)}, \boldsymbol{\beta}\right\rangle\right) \cdot \eta_{i}, \tag{1}
\end{equation*}
$$

where the random variable $\boldsymbol{\beta}$ is sampled uniformly at random from the set $\mathcal{B}$, the value $\eta_{i} \in\{-1,1\}$ is noise, and the sign function is defined as follows

$$
\operatorname{sign}(\alpha)= \begin{cases}1, & \alpha \geq 0 \\ -1, & \alpha<0\end{cases}
$$

Clearly, for $\eta_{i}=1$, the resulting response is exactly the sign of the inner product between $\boldsymbol{x}^{(i)}$ and $\boldsymbol{\beta}$. For the approximate recovery problem, we assume the noiseless case, i.e., $\eta_{i}=1$ for all $i \in[q]$. For the support recovery problem, we make the only structural assumption regarding the noise level, namely:

$$
\begin{equation*}
\sum_{i=1}^{q} \mathbb{1}\left\{\eta_{i}=-1\right\} \leq \tau q \tag{2}
\end{equation*}
$$

for a given real value $\tau \in[0,1]$. Our first goal is to recover the supports of all unknown vectors.
Problem 1 ( $\tau$-robust support recovery). Let $\tau$ be a real value from the interval $[0,1]$ and $\mathcal{B}=$ $\left\{\boldsymbol{\beta}^{(1)}, \ldots, \boldsymbol{\beta}^{(\ell)}\right\}$ be a family of $\ell$ unknown $k$-sparse vectors in $\mathbb{R}^{n}$. Design queries $\boldsymbol{x}^{(1)}, \ldots, \boldsymbol{x}^{(q)}$ such that with probability $1-\mathcal{O}(1 / n)$, based on a sequence of noisy binary responses $y_{1}, \ldots, y_{q}$, provided that (1)-(2), it is possible to find $S_{1}, \ldots, S_{\ell} \subseteq[n]$ with

$$
\left\{S_{1}, \ldots, S_{\ell}\right\}=\left\{\operatorname{supp}\left(\boldsymbol{\beta}^{(1)}\right), \ldots, \operatorname{supp}\left(\boldsymbol{\beta}^{(\ell)}\right)\right\}
$$

Our second task is to approximately recover the unordered set of directions of $\ell$ unknown vectors with a given precision in the noiseless setting. Formally, this problem can be stated as follows.

| Result | Query complexity | Assumption |
| :---: | :---: | :---: |
| [14, Theorem 1] | $\mathcal{O}\left(\ell^{6} k^{3} \log ^{2} n\right)$ | the support of any unknown vector <br> is not covered by the union of the <br> supports of other vectors |
| [15], Corollary 1] | $\mathcal{O}\left(\ell^{3}(\ell k)^{\log \ell+2} \log ^{2} n\right)$ | No |
| Theorem 1$]$ | $\mathcal{O}\left(k \ell^{3} \max (7 \ell, 7 k)^{\min (\ell, k)} \log ^{2} n\right)$ | No |

Table 1: Comparison of query complexity for support recovery of $\ell$ unknown $k$-sparse vectors in $\mathbb{R}^{n}$.

Problem 2 ( $\epsilon$-approximate recovery). Fix $\tau=0$. Let $\epsilon>0$ be a given real value and $\mathcal{B}=$ $\left\{\boldsymbol{\beta}^{(1)}, \ldots, \boldsymbol{\beta}^{(\ell)}\right\}$ be a family of $\ell$ unknown $k$-sparse vectors in $\mathbb{R}^{n}$. Design queries $\boldsymbol{x}^{(1)}, \ldots, \boldsymbol{x}^{(q)}$ such that with probability $1-\mathcal{O}(1 / n)$, based on the sequence of binary responses $y_{1}, \ldots, y_{q}$ provided that (1)-(2), it is possible to reconstruct the unknown vectors with precision $\epsilon$, i.e., find $k$-sparse vectors $\tilde{\boldsymbol{\beta}}^{(1)}, \ldots, \tilde{\boldsymbol{\beta}}^{(\ell)} \in \mathbb{R}^{n}$ satisfying the inequality

$$
\max _{i \in[\ell]}\left\|\boldsymbol{\beta}^{(i)}-\tilde{\boldsymbol{\beta}}^{(\sigma(i))}\right\|_{2} \leq \epsilon,
$$

where $\sigma:[\ell] \rightarrow[\ell]$ is some bijection (permutation).

## 3 Our results

In the following three statements, we summarize our main results concerning the above two problems. First, we show the existence of a robust support recovery algorithm without any assumptions.
Theorem 1 (Robust support recovery algorithm). Let $\mathcal{B}=\left\{\boldsymbol{\beta}^{(1)}, \ldots, \boldsymbol{\beta}^{(\ell)}\right\}$ be a family of $\ell$ unknown $k$-sparse vectors in $\mathbb{R}^{n}$. Let $\tau \in\left[0, \frac{p^{\prime}}{32 \ell}\right)$, where

$$
\begin{equation*}
p^{\prime}:=\left(\frac{\min (\ell, k)}{2 k \ell}\right)^{\min (\ell, k)}\left(1-\frac{\min (\ell, k)}{2 k \ell}\right)^{2 k \ell-\min (\ell, k)} \tag{3}
\end{equation*}
$$

Define

$$
w(\gamma, \ell, k):=(2 \gamma-1) \log \left(1-p^{\prime}\right)-2 \gamma \log p^{\prime}-H_{2}(2 \gamma)
$$

Then there exists a $\tau$-robust algorithm to learn the support of all vectors in $\mathcal{B}$ with probability at least $1-\mathcal{O}(1 / n)$ using

$$
\frac{(2 k \ell-1) \log n}{w(16 \tau \ell, \ell, k)}(1+o(1))
$$

non-adaptive queries, where e is Euler's number. For the noiseless case $\tau=0$, the query complexity can be estimated as

$$
\mathcal{O}\left(k \ell^{3} \max (2 e \ell, 2 e k)^{\min (\ell, k)} \log ^{2} n\right)
$$

Remark 1. For the noiseless case $\tau=0$, we compare our query complexity for the support recovery problem with the results of prior work [14] and parallel paper [15] in Table 1. Similar to [15] and unlike [14], we don't impose any structural assumptions on the unknown vectors, which may make the learning problem much simpler. The main drawbacks of our recovery algorithm are: (i) the running time is exponential in $k$ and $\ell$, (ii) the query complexity is exponential in $\min (k, \ell) \log (\max (k, \ell))$. Our solution outperforms the one from [15] for small enough $k$, say $k=o(\log \ell)$. We believe that the dependence on $k$ and $\ell$ is not optimal in all existing solutions and it is possible to further improve the query complexity. For instance, for the degenerate case $k=1$ and $\tau=0$, we also show the existence of an algorithm with $\mathcal{O}\left(\frac{\ell \log ^{2} n}{\log \ell}\right)$ queries. In our proof, we think that the employed construction of robust-resolvable matrices via robust cover-free codes is far from an optimal one (Lemma 5). As for converse bounds in the noiseless setting, from simple counting arguments, it follows that the number of queries in the support recovery problem has to be at least $\Omega\left(\frac{k \ell}{\log (\ell+1)} \log n\right)$. Recall that for $\ell=1$, the number of queries required for finding the support of the unknown vector is at least $\Omega\left(\frac{k^{2}}{\log k} \log n\right)$ which is implied by [11 1].

Let us introduce a mild assumption required for the approximate recovery problem.
Assumption 1. Let $\mathcal{B}=\left\{\boldsymbol{\beta}^{(1)}, \ldots, \boldsymbol{\beta}^{(\ell)}\right\}$ be a family of $\ell$ unknown $k$-sparse vectors in $\mathbb{R}^{n}$. For every $i \neq j$, the support of the $i$-th vector from $\mathcal{B}$ is not contained in the support of the $j$-th vector from $\mathcal{B}$, i.e., $\operatorname{supp}\left(\boldsymbol{\beta}^{(i)}\right) \backslash \operatorname{supp}\left(\boldsymbol{\beta}^{(j)}\right) \neq \emptyset$. Some bounds on the magnitude of non-zero entries in all vectors from $\mathcal{B}$ are given, e.g., $\exp (-\mathcal{O}(n)) \leq\left|\beta_{j}^{(i)}\right| \leq \exp (\mathcal{O}(n))$ for all $j \in[n]$ and $i \in[\ell]$ such that $\beta_{j}^{(i)} \neq 0$.

Recall that the approximate recovery problem is considered in the noiseless setting, i.e., $\tau=0$. Now we show the existence of a query algorithm which can be performed in two (non-adaptive) stages.
Theorem 2 (Two-stage approximate recovery algorithm). Let $\epsilon>0$ be a real value. Let $\mathcal{B}=$ $\left\{\boldsymbol{\beta}^{(1)}, \ldots, \boldsymbol{\beta}^{(\ell)}\right\}$ be a family of vectors as in Assumption 1. Then there exists an algorithm to recover all vectors in $\mathcal{B}$ with precision $\epsilon$ with probability at least $1-\mathcal{O}(1 / n)$ using

$$
\mathcal{O}\left(k \ell^{3} \max (2 e \ell, 2 e k)^{\min (\ell, k)} \log ^{2} n+\frac{k \ell^{3}}{\epsilon} \log (k / \epsilon) \log (n / \epsilon)\right)
$$

queries that can be asked in two (non-adaptive) stages.
Finally, we present a result concerning the existence of non-adaptive learning scheme.
Theorem 3 (Single-stage approximate recovery algorithm). Under the condition of Theorem 2 there exists an algorithm to recover all vectors in $\mathcal{B}$ with precision $\epsilon$ with probability at least $1-\mathcal{O}(1 / n)$ using

$$
\mathcal{O}\left(\frac{k^{2} \ell^{3}}{\epsilon} \max (2 e \ell, 2 e k)^{\min (k, \ell)} \log n \log (n / \epsilon) \log (k / \epsilon)\right)
$$

non-adaptive queries.

## 4 Robust support recovery

For a set $Q \subseteq[n]$ and a family $\mathcal{B}=\left\{\boldsymbol{\beta}^{(1)}, \ldots, \boldsymbol{\beta}^{(\ell)}\right\}$ of $\ell$ unknown $k$-sparse vectors in $\mathbb{R}^{n}$, we define the piercing number of $Q$ in $\mathcal{B}$ as

$$
\operatorname{pir}(Q, \mathcal{B}):=\sum_{i=1}^{\ell} \mathbb{1}\left\{\operatorname{supp}\left(\boldsymbol{\beta}^{(i)}\right) \cap Q \neq \emptyset\right\}
$$

In Sec. 4.1 we first show how to learn this number with overwhelming probability by asking the same query multiple times. In Sec. 4.2 we rephrase the support recovery problem in the language of quantitative group testing and introduce the concept of robust resolvable matrices. The existence of such matrices is discussed in Sec. 4.3 and Sec. 4.4 . Finally, in Sec. 4.5 we give a proof of Theorem 1

### 4.1 Estimating the piercing number

Let $Q \subseteq[n]$ and $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)$ be a vector such that the $i$-th entry is sampled independently from the continuous uniform distribution $U(0,1)$ if $i \in Q$ and is 0 otherwise. For an integer $m$ (divisible by $16 \ell$ ), define

$$
\boldsymbol{x}^{(1)}=\ldots=\boldsymbol{x}^{(m / 2)}=\boldsymbol{x}
$$

and

$$
\boldsymbol{x}^{(m / 2+1)}=\ldots=\boldsymbol{x}^{(m)}=-\boldsymbol{x}
$$

For every $i \in[m]$, let $y_{i}$ be a noisy response defined as in (1). Let round $(\gamma)$ be a function that takes a real number $\gamma$ as input and outputs the closest integer number. Define a sample statistic that estimates $\operatorname{pir}(Q, \mathcal{B})$

$$
\widetilde{\operatorname{pir}}(Q, m):=\operatorname{round}\left(\frac{\ell}{m}\left(\sum_{i=1}^{m / 2} y_{i}-\sum_{i=m / 2+1}^{m} y_{i}\right)\right) .
$$

Lemma 1 (Piercing number estimator). Suppose $\sum_{i=1}^{m} \mathbb{1}\left\{\eta_{i}=-1\right\} \leq \frac{m}{16 \ell}$. Then it holds that

$$
\operatorname{Pr}\{\widetilde{\operatorname{pir}}(Q, m)=\operatorname{pir}(Q, \mathcal{B})\}=1-\exp \left(-\Omega\left(m \ell^{-2}\right)\right)
$$

### 4.2 Quantitative search model for sparse hypergraphs

A hypergraph is a pair $H=(V, E)$, where $V$ is a set of vertices, and $E$ is a multiset of non-empty subsets of $V$ called hyperedges. A hypergraph $H=(V, E)$ is said to be $(\ell, k)$-sparse if the number of hyperedges is $\ell$ and the size of each hyperedge is at most $k$. Let $E=\left\{e_{1}, \ldots, e_{\ell}\right\}$. For a subset $Q \subseteq V$, define the integer output $z(Q, H)$ as follows

$$
\begin{equation*}
z(Q, H):=\sum_{i=1}^{\ell} \mathbb{1}\left\{e_{i} \cap Q \neq \emptyset\right\} \tag{4}
\end{equation*}
$$

We now introduce the hypergraph $H_{\mathcal{B}}:=\left(V, E_{\mathcal{B}}\right)$, where the set of vertices $V=[n]$ and the set of hyperedges $E_{\mathcal{B}}=\left\{e_{1}, \ldots, e_{\ell}\right\}$ contains $\ell$ hyperedges with $e_{i}=\operatorname{supp}\left(\boldsymbol{\beta}^{(i)}\right)$ for all $i \in[\ell]$. Note that without any assumptions, the edge set $E_{\mathcal{B}}$ can possibly contain a hyperedge with large multiplicity if some vectors in $\mathcal{B}$ share the same support. Clearly, $H_{\mathcal{B}}$ is $(\ell, k)$-sparse and $z\left(Q, H_{\mathcal{B}}\right)=\operatorname{pir}(Q, \mathcal{B})$. In next statement, we derive an obvious extension of Lemma 1
Lemma 2. Let $\mathcal{B}$ be a family of unknown sparse vectors and $Q_{1}, \ldots, Q_{m} \subseteq[n]$ be a sequence of subsets. Set $\boldsymbol{z}=\left(z\left(Q_{1}, H_{\mathcal{B}}\right), \ldots, z\left(Q_{m}, H_{\mathcal{B}}\right)\right)$. Let $\tau$ be a noise parameter such that $0 \leq \tau \leq \frac{1}{16 \ell}$. Then there exist queries $\boldsymbol{x}^{(1)}, \ldots, \boldsymbol{x}^{(q)} \in \mathbb{R}^{n}$ with $q=\mathcal{O}\left(\ell^{2} m \log (m n)\right)$ such that with probability $1-\mathcal{O}(1 / n)$, based on a sequence of binary responses $y_{1}, \ldots, y_{q}$ provided that $(1)-(2)$, it is possible to reconstruct at least one $\tilde{\boldsymbol{z}} \in \mathbb{Z}^{m}$ such that $d_{H}(\tilde{\boldsymbol{z}}, \boldsymbol{z}) \leq 16 \tau \ell m$.

Let $X$ be a binary matrix of size $m \times n$, and $H=(V, E)$ be a hypergraph with $V=[n]$. Set $Q_{i}=\operatorname{supp}\left(X_{i}\right)$, where $X_{i}$ is the $i$-th row of $X$. With a slight abuse of notation, we denote by

$$
\boldsymbol{z}(X, H):=\left(z_{1}, \ldots, z_{m}\right)
$$

the sequence of integer responses, where $z_{i}=z\left(Q_{i}, H\right)$ is computed as in (4). Lemma 2 naturally motivates us to introduce a notion of robust resolvable matrices.
Definition 1 (Robust resolvable matrix). Fix a real number $\alpha, 0 \leq \alpha<1 / 2$, and integers $\ell, k \geq 1$. A matrix $X$ of size $m \times n$ is said to be $(\ell, k, \alpha)$-robust-resolvable if for any two distinct $(\ell, k)$-sparse hypergraphs $H_{1}, H_{2}$, the corresponding Hamming balls centered at $\boldsymbol{z}\left(X, H_{1}\right)$ and $\boldsymbol{z}\left(X, H_{2}\right)$ with radius $\alpha m$ are disjoint, i.e.,

$$
d_{H}\left(\boldsymbol{z}\left(X, H_{1}\right), \boldsymbol{z}\left(X, H_{2}\right)\right) \geq 2 \alpha m+1
$$

By $m(n, \ell, k, \alpha)$ denote the minimal number of rows in an $(\ell, k, \alpha)$-robust-resolvable matrix with $n$ columns. Up to our best knowledge, Definition 1 for $\alpha>0$ (and $\alpha=0, k \geq 2$ ) is new in the literature. We proceed our discussion with the simplest case $k=1$ which might seem degenerate. However, the corresponding analysis is already non-trivial and sheds light on the existence of robust resolvable matrices.

### 4.3 Existence of $(\ell, 1,0)$-robust-resolvable matrices

We now review literature on $(\ell, 1,0)$-resolvable matrices. The best known explicit constructions come from number theory [4, 22] and are closely related to the concept of BCH codes. They have $n$ columns and $m=\ell \log n(1+o(1))$ rows. For $\ell \geq 3$, the best currently known resolvable matrices are all inexplicit and constructed by random coding as shown in [26, 10].
Lemma 3. For any given integer $\ell$, there exists an ( $\ell, 1,0$ )-resolvable matrix of size $m \times n$ with

$$
m=\frac{2 \ell-1}{\log \binom{2^{2 \ell}}{\ell}} \log n(1+o(1))
$$

Furthermore, $m=4 \ell \log n / \log \ell(1+o(1))$ as $\ell \rightarrow \infty$.
Remark 2. The presented existential result is order-optimal. By [10, 8], the number of rows in an $(\ell, 1,0)$-robust-resolvable matrix with $n$ columns has to be $m \geq 2 \ell \log n / \log \ell(1+o(1))$.

### 4.4 Constructing robust resolvable matrices via robust cover-free matrices

It is challenging to find a sufficient (and necessary) condition for a matrix to be ( $\ell, k, \alpha$ )-robustresolvable. In the following statement, we make one step toward understanding this problem.

Lemma 4. Suppose $H_{1}=\left(V, E_{1}\right)$ and $H_{2}=\left(V, E_{2}\right)$ are two different $(\ell, k)$-sparse hypergraphs. Then there exists a query $Q \subseteq V$ of size at most $\min (\ell, k)$ that separates the hypergraphs, i.e., $z\left(Q, H_{1}\right) \neq z\left(Q, H_{2}\right)$.

Proof. Since two hypergraphs are distinct, there exists at least one hyperedge such that one edge set $\left(E_{1}\right.$ or $\left.E_{2}\right)$ contains it with a larger multiplicity than the other one $\left(E_{2}\right.$ or $\left.E_{1}\right)$. We take the largest hyperedge with this property. Without loss of generality, let $m_{1}$ and $m_{2}$ be multiplicities such that $e$ is included, respectively, to $E_{1}$ with multiplicity $m_{1}$ and to $E_{2}$ with multiplicity $m_{2}$, $\ell \geq m_{1}>m_{2} \geq 0$. For a vertex $v$, define the set of hyperedges in a hypergraph $H=(V, E)$ that are incident to this vertex

$$
A(v, H):=\left\{e^{\prime} \in E: v \in e^{\prime}\right\}
$$

Consider the set of hyperedges $\bigcap_{v \in e} A\left(v, H_{1}\right)$. It includes $m_{1}$ copies of $e$ and possibly some other hyperedges $E^{\prime} \subseteq E_{1}$. We observe that the set of hyperedges $\bigcap_{v \in e} A\left(v, H_{2}\right)$ includes $m_{2}$ copies of $e$ and precisely the same set of hyperedges $E^{\prime}$. This happens due to the choice of $e$. Thus, we obtain

$$
\begin{equation*}
m_{1}+\left|E^{\prime}\right|=\left|\bigcap_{v \in e} A\left(v, H_{1}\right)\right|>\left|\bigcap_{v \in e} A\left(v, H_{2}\right)\right|=m_{2}+\left|E^{\prime}\right| \tag{5}
\end{equation*}
$$

Toward a contradiction, assume that there is no $Q \subseteq e$ such that

$$
z\left(Q, H_{1}\right)=\left|\bigcup_{v \in Q} A\left(v, H_{1}\right)\right| \neq\left|\bigcup_{v \in Q} A\left(v, H_{2}\right)\right|=z\left(Q, H_{2}\right) .
$$

This means that the above unions for any $Q \subseteq e$ must have the same size. By the inclusion-exclusion principle

$$
\left|\bigcup_{v \in Q} A\left(v, H_{1}\right)\right|=\sum_{\emptyset \neq Q^{\prime} \subseteq Q}(-1)^{\left|Q^{\prime}\right|+1}\left|\bigcap_{v \in Q} A\left(v, H_{1}\right)\right| .
$$

Therefore, by induction on the size of $Q$, one can derive

$$
\left|\bigcap_{v \in Q} A\left(v, H_{1}\right)\right|=\left|\bigcap_{v \in Q} A\left(v, H_{2}\right)\right|
$$

for all $Q \subseteq e$. This contradicts to (5) when $Q=e$.
The above arguments show that a proper query $Q$ could have size at most $\ell$. Assume that $z\left(Q, H_{1}\right)>$ $z\left(Q, H_{2}\right)$. Note that $z\left(Q, H_{1}\right) \leq k$ since $H_{1}$ contains $k$ edges. Thus, one can remove at least $\max (0,|Q|-k)$ vertices from $Q$ to get a subset of vertices $Q^{\prime}$ such that the output result for $H_{1}$ is not changed, i.e., $z\left(Q^{\prime}, H_{1}\right)=z\left(Q, H_{1}\right)$. On the other hand, it is clear that $z\left(Q^{\prime}, H_{2}\right) \leq z\left(Q, H_{2}\right)$. This completes the proof.

Lemma 4 suggests a way for constructing $(\ell, k, \alpha)$-robust-resolvable matrices. We now introduce a concept that generalizes the definition of cover-free codes. This family of codes was originally suggested in [24] in connection with cryptographic applications.

Definition 2. A binary matrix $X$ of size $m \times n$ is said to be $(c, f, \alpha)$-robust-cover-free if for any disjoint subsets of columns $U, W \subseteq[n]$ of size $|U|=c$ and $|W|=f$, there exists at least $2 \alpha m+1$ rows $I \subseteq[m]$ such that

$$
X_{i, j}=1 \quad \text { for all } i \in[I], j \in U, \quad X_{i, j}=0 \quad \text { for all } i \in[I], j \in W
$$

If $\alpha=0$, then a $(c, f, \alpha)$-robust-cover-free matrix is simply called $(c, f)$-cover-free.
An (1, f, $\alpha$ )-robust-cover-free matrix is also called robust union-free. The latter has several applications in 1-bit compressed sensing [1, 16]. Now we state a straightforward corollary of Lemma 4 that enables us to construct robust resolvable matrices.
Lemma 5. Suppose a binary matrix $X$ of size $m \times n$ is $(\min (\ell, k), 2 k \ell-\min (\ell, k), \alpha)$-robust-coverfree. Then $X$ is $(\ell, k, \alpha)$-robust-resolvable.

Proof. Let $H_{1}=\left(V, E_{1}\right)$ and $H_{2}=\left(V, E_{2}\right)$ be two distinct $(\ell, k)$-sparse hypergraphs. By Lemma 4 , there exists a query $Q \subseteq V,|Q| \leq \min (\ell, k)$, such that $z\left(Q, H_{1}\right) \neq z\left(Q, H_{2}\right)$. Define $W$ to be $\left\{v \in e: e \in E_{1} \cup E_{2}\right\}$. Since we associate $V$ with $[n]$, we get $Q \subseteq[n],|Q| \leq \min (\ell, k)$, and $W \subseteq[n],|W| \leq 2 \ell k-\min (\ell, k)$. Combining these arguments with the fact that $X$ is $(\min (\ell, k), 2 k \ell-\min (\ell, k), \alpha)$-robust-cover-free yields that $X$ is $(\ell, k, \alpha)$-robust-resolvable.

Fundamental limits of cover-free matrices have been a subject of extensive studies in many papers [12 28]. However, we cannot directly apply known bounds since they correspond to the case $\alpha=0$. Now we present an achievability bound for robust cover-free matrices.
Lemma 6. Let $c \geq 1$ and $f \geq 1$ be integers, $\alpha$ be a real number from the interval $[0, \bar{p} / 2)$, where

$$
\bar{p}:=\left(\frac{c}{c+f}\right)^{c}\left(\frac{f}{c+f}\right)^{f}
$$

Define

$$
g(\gamma, c, f):=(2 \gamma-1) \log (1-\bar{p})-2 \gamma \log \bar{p}-H_{2}(2 \gamma)
$$

Then there exists a $(c, f, \alpha)$-robust-cover-free matrix of size $m \times n$ such that

$$
m \leq \frac{(c+f-1) \log n}{g(\alpha, c, f)}(1+o(1))
$$

Using the above statement, we show an existential result for robust-resolvable matrices.
Lemma 7. Let $\ell \geq 1$ and $k \geq 1$ be integers, $\alpha$ be a real number from the interval $\left[0, p^{\prime} / 2\right)$. Let $p^{\prime}$ and $w(\gamma, \ell, k)$ be as in Theorem 1] Then there exists an $(\ell, k, \alpha)$-robust-resolvable matrix of size $m \times n$ such that

$$
m \leq \frac{(2 k \ell-1) \log n}{w(\alpha, \ell, k)}
$$

For $\alpha=0$, we have

$$
m(n, \ell, k, \alpha)=\mathcal{O}\left(k \ell \max (2 e \ell, 2 e k)^{\min (\ell, k)} \log n\right)
$$

Proof. The statement is implied by Lemma 5 and Lemma 6 with $c=\min (\ell, k), f=2 \ell k-$ $\min (\ell, k)$.

### 4.5 Proof of Theorem 1

Let $\mathcal{B}=\left\{\boldsymbol{\beta}^{(1)}, \ldots, \boldsymbol{\beta}^{(\ell)}\right\}$ be a family of $\ell$ unknown $k$-sparse vectors. Let $H_{\mathcal{B}}=\left(V, E_{\mathcal{B}}\right)$ denote the $(\ell, k)$-sparse hypergraph induced by $\mathcal{B}$, i.e., the set of edges $E_{\mathcal{B}}$ consists of the supports of vectors from $\mathcal{B}$. Set $\alpha=16 \tau \ell$. By Lemma 7 , there exists an $(\ell, k, \alpha)$-robust-resolvable matrix $X$ of size $m \times n$ with $m=\frac{(2 k \ell-1) \log n}{w(\alpha, \ell, k)}(1+o(1))$. By Definition 1 . $H_{\mathcal{B}}$ can be uniquely recovered based on any noisy version $\tilde{\boldsymbol{z}} \in \mathbb{Z}^{m}$ of the vector $\boldsymbol{z}\left(X, H_{\mathcal{B}}\right)$ so that $d_{H}\left(\tilde{\boldsymbol{z}}, \boldsymbol{z}\left(X, H_{\mathcal{B}}\right)\right)<\alpha m$. Applying Lemma 2 . with overwhelming probability one can learn some $\tilde{\boldsymbol{z}}$ by asking $q=\mathcal{O}\left(\ell^{2} m \log (n m)\right)$ queries $\boldsymbol{x}^{(1)}, \ldots, \boldsymbol{x}^{(q)}$ and obtaining responses $y_{1}, \ldots, y_{q}$ provided that (1)-(2). Finally, to reconstruct the supports of all unknown vectors, we apply Algorithm 1 . This algorithm uses a function next $(\cdot)$ that takes an $(\ell, k)$-sparse hypergraph and outputs the next $(\ell, k)$-sparse hypergraph (here we assume some canonical order on the set of sparse hypergraphs). In other words, the algorithm involves enumerating over a family of $(\ell, k)$-sparse hypergraphs. Thereby, $q$ queries are sufficient for solving Problem 1

```
Algorithm 1: Support recovery algorithm
Data: \((\ell, k, \alpha)\)-robust-resolvable matrix \(X\) of size \(m \times n ; \quad / *\) exists by Lemma 7 */
    noisy response vector \(\tilde{\boldsymbol{z}}\) with \(d_{H}\left(\tilde{\boldsymbol{z}}, \boldsymbol{z}\left(X, H_{\mathcal{B}}\right)\right) \leq \alpha m ; \quad / *\) found by Lemma \(\overline{2}\) */
Result: supports of the \(\ell\) unknown vectors, \(S_{1}, \ldots, S_{\ell} \subseteq[n]\)
\(H \leftarrow(V, E)\), where \(V=[n], E=\left\{e_{1}, \ldots, e_{\ell}\right\}, e_{i}=[k]\);
while \(d_{H}(\boldsymbol{z}(X, H), \tilde{\boldsymbol{z}})>\alpha m\) do
    \(H \leftarrow \operatorname{next}(H) ; \quad / *\) outputs the next sparse hypergraph */
end
for \(i \leftarrow 1\) to \(\ell\) do
    \(S_{i} \leftarrow e_{i}\)
end
```


## 5 Approximate recovery

Throughout this section, we assume that there is no noise in measurements, i.e., $\tau=0$. Theorem 1 enables us to assume that the supports of all sparse vectors are already known. Thus, it remains to approximately reconstruct the values of the vectors.
A query vector $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ is called Gaussian if each entry is sampled independently from a Gaussian distribution $\mathcal{N}(0,1)$. We shall use the following result which says that Gaussian queries allow to efficiently reconstruct any sparse vector.
Lemma 8 (Approximate vector recovery, [18]). Let $\boldsymbol{\beta}$ be an unknown vector in $\mathbb{R}^{k}$ with $\|\boldsymbol{\beta}\|_{2}=1$. For any $\epsilon>0$, there exists an algorithm that takes responses to Gaussian queries $\boldsymbol{x}^{(1)}, \ldots, \boldsymbol{x}^{(q)} \in \mathbb{R}^{k}$ with $q=\mathcal{O}\left(\frac{k}{\epsilon} \log \frac{k}{\epsilon}\right)$ as input and outputs $\tilde{\boldsymbol{\beta}} \in \mathbb{R}^{k}$ so that $\|\boldsymbol{\beta}-\tilde{\boldsymbol{\beta}}\|_{2} \leq \epsilon$.

Recall the response to a query in our model is taken uniformly at random from a set of $\ell$ possible responses. Therefore, we need to show how to model a response to a Gaussian query for any given vector from the family. Here, we will use our structural assumption regarding the support of vectors (c.f. Assumption 1). In Sec. 5.1, we show how to emulate individual Gaussian queries in our model. In Sec. 5.2 we present a two-stage approximate recovery algorithm.

### 5.1 Modeling Gaussian query

Define Inf to be a very large positive real number whose lower bound will be clear from the context. For a query vector $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ and an integer $i \in[\ell]$, we write $\operatorname{Inf}^{(i)}(\boldsymbol{x})$ to denote the vector whose $j$-th entry is

$$
\operatorname{Inf}^{(i)}(\boldsymbol{x})_{j}= \begin{cases}x_{j}, & j \in \operatorname{supp}\left(\boldsymbol{\beta}^{(i)}\right) \text { or } j \notin \cup_{t \neq i} \operatorname{supp}\left(\boldsymbol{\beta}^{(t)}\right) \\ \text { Inf, } & \text { otherwise }\end{cases}
$$

Let $\mathbf{0}$ denote an all-zero vector whose length will be clear from the context and $\boldsymbol{g} \in \mathbb{R}^{n}$ be a Gaussian query. Fix an integer $i \in[\ell]$ and some positive integer $m$. Set $\boldsymbol{x}^{(1, i)}=\ldots=\boldsymbol{x}^{(m / 2, i)}=$ $\operatorname{Inf}^{(i)}(\boldsymbol{g})$ and $\boldsymbol{x}^{(m / 2+1, i)}=\ldots=\boldsymbol{x}^{(m, i)}=\operatorname{Inf}^{(i)}(\mathbf{0})$. Let $y_{1}, \ldots, y_{m}$ be responses to queries $\boldsymbol{x}^{(1, i)}, \ldots, \boldsymbol{x}^{(m, i)}$, i.e., $y_{j}=\operatorname{sign}\left(\left\langle\boldsymbol{x}^{(j, i)}, \boldsymbol{\beta}\right\rangle\right)$ with $\boldsymbol{\beta}$ being sampled uniformly at random from $\mathcal{B}$. Define a sample statistic that estimates the value $\operatorname{sign}\left(\left\langle\boldsymbol{g}, \boldsymbol{\beta}^{(i)}\right\rangle\right)$

$$
\widetilde{\operatorname{sign}}\left(\boldsymbol{g}, \boldsymbol{\beta}^{(i)}, m\right):=\operatorname{round}\left(\frac{2 \ell}{m}\left(\sum_{j=1}^{m / 2} y_{j}-\sum_{j=m / 2+1}^{m} y_{j}\right)+1\right)
$$

Lemma 9 (Gaussian query estimator). Let $\mathcal{B}$ be a family of sparse vectors that satisfies Assumption 1 Then it holds that

$$
\operatorname{Pr}\left\{\widetilde{\operatorname{sign}}\left(\boldsymbol{g}, \boldsymbol{\beta}^{(i)}, m\right)=\operatorname{sign}\left(\left\langle\boldsymbol{g}, \boldsymbol{\beta}^{(i)}\right\rangle\right)\right\}=1-\exp \left(-\Omega\left(\ell^{-2} m\right)\right)
$$

### 5.2 Proof of Theorem 2

Let $\mathcal{B}=\left\{\boldsymbol{\beta}^{(1)}, \ldots, \boldsymbol{\beta}^{(\ell)}\right\}$ be a family of $\ell$ unknown $k$-sparse vectors that satisfy Assumption 1 Fix $\epsilon>0$. First, we invoke Theorem 1 and with probability $1-\mathcal{O}(1 / n)$, the supports of all vectors in $\mathcal{B}$ can be reconstructed using $\mathcal{O}\left(k \ell^{3} \max (2 e \ell, 2 e k)^{\min (\ell, k)} \log ^{2} n\right)$ queries. Note that the number of coordinates in the supports of the vectors is at most $k \ell$.
At the second stage, we first generate Gaussian vectors $g^{(1)}, \ldots, g^{(R)} \in \mathbb{R}^{k \ell}$ with $R=\mathcal{O}\left(\frac{k}{\epsilon} \log \frac{k}{\epsilon}\right)$ being as in Lemma 8 Applying Lemma 9 , with probability $1-\mathcal{O}\left(\left(n \ell \frac{k}{\epsilon} \log \frac{k}{\epsilon}\right)^{-1}\right)$ we can learn the value of $\operatorname{sign}\left(\left\langle\boldsymbol{g}^{(j)}, \boldsymbol{\beta}^{(i)}\right\rangle\right)$ for some $j \in[R]$ and $i \in[\ell]$, by making $\mathcal{O}\left(\ell^{2} \log (n k \ell / \epsilon)\right)$ queries. By the union bound, all values $\left\{\operatorname{sign}\left(\left\langle\boldsymbol{g}^{(j)}, \boldsymbol{\beta}^{(i)}\right\rangle\right): j \in[R], i \in[\ell]\right\}$ are reconstructed with probability $1-\mathcal{O}(1 / n)$ by making $\mathcal{O}\left(\ell^{3} \frac{k}{\epsilon} \log \frac{k}{\epsilon} \log (n k \ell / \epsilon)\right)$ measurements. Finally, Lemma 8 guarantees that all sparse vectors from $\mathcal{B}$ can be recovered with the given precision $\epsilon$ based on the set of values $\left\{\operatorname{sign}\left(\left\langle\boldsymbol{g}^{(j)}, \boldsymbol{\beta}^{(i)}\right\rangle\right): j \in[R], i \in[\ell]\right\}$. Since $k \ell=\mathcal{O}(n)$, the required claim follows.

### 5.3 Proof of Theorem 3

Let $\mathcal{B}=\left\{\boldsymbol{\beta}^{(1)}, \ldots, \boldsymbol{\beta}^{(\ell)}\right\}$ be a family of $\ell$ unknown $k$-sparse vectors that satisfy Assumption 1 Fix $\epsilon>0$. First, we apply Theorem 1 and with probability $1-\mathcal{O}(1 / n)$, the supports of all vectors in $\mathcal{B}$ can be reconstructed using $\mathcal{O}\left(k \ell^{3} \max (2 e \ell, 2 e k)^{\min (\ell, k)} \log ^{2} n\right)$ queries. Note that the number of coordinates in the supports of the vectors is at most $k \ell$.
It remains to approximately recover the entries of the unknown vectors by asking queries in parallel to the queries used for the support recovery. Let $X$ be an $(\ell, k \ell)$-cover-free matrix of size $m \times n$ with $m=\mathcal{O}\left(k \ell \max (\ell, k)^{\min (k, \ell)} \exp (\min (\ell, k)) \log n\right)$ which exists by Lemma 6 Let $R=\mathcal{O}\left(\frac{k}{\epsilon} \log \frac{k}{\epsilon}\right)$ be the number of queries required in Lemma 8. For $j \in[R]$, define $G^{(j)}(X)$ to be a real-valued matrix obtained from the binary matrix $X$ by replacing 1 's by Inf's and 0 's by independent samples from a Gaussian distribution $\mathcal{N}(0,1)$. We define $\operatorname{Inf}^{(j)}(X)$ to be a real-valued matrix obtained from the binary matrix $X$ by replacing 1's by Inf's.
We ask queries corresponding to rows of matrices $\left\{\operatorname{Inf}^{(j)}(X), G^{(j)}(X): j \in[R]\right\}$ multiple times. Let $T$ denote the number of times a fixed query is repeatedly queried. We set $T=\Theta\left(\ell^{2} \log (n \ell R)\right)$. Recall that all the matrices are obtained from an $(\ell, k \ell)$-cover-free matrix. This means that for every $j \in[R]$ and $i \in[\ell]$, there exist rows in $G^{j}(X)$ and $\operatorname{Inf}^{j}(X)$ that $\operatorname{are} \operatorname{Inf}^{(i)}(\boldsymbol{g})$ and $\operatorname{Inf}^{(i)}(\mathbf{0})$ for some Gaussian query $\boldsymbol{g}$. Thus, by Lemma 9 , with probability $1-\mathcal{O}\left((n \ell R)^{-1}\right)$ one can learn $\operatorname{sign}\left(\left\langle\boldsymbol{g}^{(j, i)}, \boldsymbol{\beta}^{(i)}\right\rangle\right)$ for some $i \in[\ell]$ and some independent Gaussian query $\boldsymbol{g}^{(j, i)}, j \in[R]$. By the union bound, one can learn the set of values $\left\{\operatorname{sign}\left(\left\langle\boldsymbol{g}^{(j, i)}, \boldsymbol{\beta}^{(i)}\right\rangle\right): j \in[R], i \in[\ell]\right\}$ with probability $1-\mathcal{O}(1 / n)$. Finally, Lemma 8 guarantees that all sparse vectors from $\mathcal{B}$ can be reconstructed with the given precision $\epsilon$ based on the set of values $\left\{\operatorname{sign}\left(\left\langle\boldsymbol{g}^{(j, i)}, \boldsymbol{\beta}^{(i)}\right\rangle\right): j \in[R], i \in[\ell]\right\}$.
Finally, we estimate the number of queries used at the second stage of the approximate recovery algorithm as $\mathcal{O}\left(\frac{k^{2}}{\epsilon} \log \left(\frac{k}{\epsilon}\right) \ell^{3} \max (\ell, k)^{\min (k, \ell)} \exp (\min (\ell, k)) \log n \log \frac{n}{\epsilon}\right)$. Thus, the total number of queries sufficient for solving Problem 2 can be estimated as $\mathcal{O}\left(\frac{k^{2}}{\epsilon} \ell^{3} \max (2 e \ell, 2 e k)^{\min (k, \ell)} \log n \log \left(\frac{n}{\epsilon}\right) \log \left(\frac{k}{\epsilon}\right)\right)$.
Remark 3. We note the following improvement on query complexity if the number of queries required in Lemma 8 can be additionally bounded as $o(\log n)$ (e.g., it is applicable when $\epsilon=\Omega\left((\log n)^{-1 / 2}\right)$ ). In such a case, one can generate $(\ell, k \ell, \alpha)$-robust-cover-free matrix of size $m \times n$ with small positive $\alpha$ and $m=\mathcal{O}\left(k \ell \max (\ell, k)^{\min (k, \ell)} \exp (\min (\ell, k)) \log n\right)$ and construct only two matrices $G(X)$ and $\operatorname{Inf}(X)$ in a similar way. By performing the rest of the same procedure, one can decrease the total number of required queries in $\Omega\left(\frac{k}{\epsilon} \log \left(\frac{k}{\epsilon}\right)\right)$ times.

## 6 Conclusion

In this paper, we studied two problems that arise in recovering unknown sparse vectors from a mixture of sign responses. For the support recovery problem, we found a completely non-adaptive solution that does not use any assumptions. This problem was posed in [14]. In addition, the proposed algorithm is resilient to noisy measurements. When describing our result, we introduced the notion of a robust resolvable matrix and derived an existential result for such matrices. We leave the problem of deriving fundamental limits of this combinatorial object as an open challenging problem that can be of independent interest in computer science, coding theory, and combinatorics. For the approximate recovery problem, we suggested single-stage and two-stage reconstruction algorithms working under Assumption 1. Finding an algorithm for robust approximate recovery of a family of unknown sparse vectors without any assumptions remains a major open problem.
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