# Supplementary Materials for "Tree in Tree: from Decision Trees to Decision Graphs" 

## A Pseudocode to fine-tune TnT decision graph

We propoed the TnT algorithm to construct a decision graph from scratch. The TnT decision graph can be further fine-tuned using alternating optimization [1]. As opposed to TnT, TnT fine-tuning requires a predefined graph structure as input. A comparison between $\operatorname{TnT}$ and $\operatorname{TnT}$ (fine-tuned) is presented in Fig. 4, where TnT(fine-tuned) slightly improves both train and test accuracy. Algorithm A. 1 shows the pseudocode to fine-tune TnT. Similar to Algorithm 2 in the main text, the TnT fine-tune algorithm also computes the subset $\mathbb{X}_{\text {subset }}, \mathbb{Y}_{\text {subset }}$ at each node. The hyperparameter $N$ is the number of rounds for TnT fine-tune and we fix $N=5$ for all experiments in Fig. 4.

```
Algorithm A.1: Tree in Tree fine-tune
Data: Training set \(\mathcal{X}, \mathcal{Y}\)
Input: TnT decision graph \(G\)
Result: TnT decision graph \(G^{\prime}\) fine-tuned on \(\mathcal{X}, \mathcal{Y}\)
\(\{\operatorname{infer}(n, \mathcal{X})\) denotes the forward inference of data \(\mathcal{X}\) starting from node \(n\}\);
\{Nodes are visited in the breadth-first order\};
for \(i \leftarrow 1\) to \(N\) do
    for each node \(\left(n_{i}\right) \in G\) do
    Samples that visit \(n_{i}: \mathcal{X}_{i}, \mathcal{Y}_{i} \subset \mathcal{X}, \mathcal{Y}\);
    if \(n_{i}\) is an internal node then
        \(\mathcal{Y}_{i, \text { left }} \leftarrow \operatorname{infer}\left(n_{i} . l e f t \_c h i l d, \mathcal{X}_{i}\right) ;\)
        \(\mathcal{Y}_{i, \text { right }} \leftarrow \operatorname{infer}\left(n_{i}\right.\). right_child, \(\left.\mathcal{X}_{i}\right)\);
        index_left \(\leftarrow\left(\mathcal{Y}_{i}=\mathcal{Y}_{i, l e f t}\right.\) and \(\left.\mathcal{Y}_{i} \neq \mathcal{Y}_{i, \text { right }}\right)\);
        index_right \(\leftarrow\left(\mathcal{Y}_{i}=\mathcal{Y}_{i, \text { right }}\right.\) and \(\left.\mathcal{Y}_{i} \neq \mathcal{Y}_{i, \text { left }}\right)\);
        \(\mathcal{X}_{\text {subset }}, \mathcal{Y}_{\text {subset }} \leftarrow\) copy samples from \(\mathcal{X}_{i}, \mathcal{Y}_{i}\) at index_left or index_right;
        \(\mathcal{Y}_{\text {subset }}[\) index_left \(] \leftarrow 0, \mathcal{Y}_{\text {subset }}[\) index_right \(] \leftarrow 1\);
        Update the split function of \(n_{i}\) based on \(\mathcal{X}_{\text {subset }}, \mathcal{Y}_{\text {subset }}\);
        else if \(n_{i}\) is a leaf node then
            \(\mathcal{X}_{\text {subset }} \leftarrow \mathcal{X}_{i}, \mathcal{Y}_{\text {subset }} \leftarrow \mathcal{Y}_{i} ;\)
            Label the leaf \(n_{i}\) as the dominant class of \(\mathcal{Y}_{\text {subset }}\);
```


## B Hyperparameters of TnT

The TnT algorithm has three hyperparameters. $N_{1}$ is the number of merging phases where we merge micro trees into the graph. $N_{2}$ is the number of rounds to grow and optimize micro trees. The choice of $N_{1}$ and $N_{2}$ reflects the trade-off between training time and classification performance. We empirically set $N_{1}=2, N_{2}=5$ for all experiments in this work. $C$ is the cost complexity pruning coefficient to tune the complexity of TnT decision graphs [2, 3]. With greater $C$, TnT tends to have fewer splits. For example, Fig. 5 in the main text visualizes various model complexities with 20, 129 and 1046 splits, which is achieved with $C=1 e-2, C=1 e-3$ and $C=1 e-4$, respectively.

Figure 4 in the main text plots the classification performance as a function of model complexity. We tuned $C$ to change the number of splits. For each dataset, we sampled 30 values of $C$ which are equally spaced on a $\log$ scale. The maximum and minimum values of $C$ are summarized in Table B.1.

Table B.1: The maximum and minimum values of $C$ on different datasets.

| Dataset | MNIST | Connect-4 | Letter | Optical recognition | Pendigits | Protein | SenseIT | USPS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{\text {min }}$ | $1 \mathrm{e}-4$ | $6 \mathrm{e}-5$ | $5 \mathrm{e}-5$ | $3 \mathrm{e}-4$ | $5 \mathrm{e}-4$ | $8 \mathrm{e}-4$ | $3 \mathrm{e}-4$ | $8 \mathrm{e}-4$ |
| $C_{\max }$ | $5 \mathrm{e}-2$ | $1 \mathrm{e}-2$ | $2 \mathrm{e}-2$ | $6 \mathrm{e}-2$ | $1 \mathrm{e}-1$ | $1 \mathrm{e}-2$ | $1 \mathrm{e}-2$ | $3 \mathrm{e}-2$ |

In addition to using TnTs as stand-alone classifiers, we combine TnT decision graphs with ensemble methods and present TnT-bagging and TnT-AdaBoost. Additional hyperparameters are introduced to TnT-bagging and TnT-AdaBoost by the ensemble methods. In this work, we tuned the number of base estimators and the total number of splits to change the ensemble complexity. For the bagging ensemble, we randomly draw samples from the training set with replacement to train each base estimator. We set max_samples to 1.0 and bootstrap_features $=$ False for both Random Forest and TnT-bagging. For the AdaBoost ensemble, we used the "SAMME" algorithm with a learning rate of 1.0 to build both AdaBoost and TnT-AdaBoost. Both ensemble methods were implemented using the scikit-learn library in Python [4].

## C Comparison of TnT and DT ensembles

Table C. 1 is similar to Table 2 in the main text but includes additional datasets. A summary on model comparison is given in the last two rows. The results show that both bagging and AdaBoost ensembles benefit from using the TnT as a base estimator.
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