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7 Additional synthetic results

In this section, we provide additional comparisons on synthetic data among our method, a representa-
tive polarization-based dehazing algorithm SPCVE [4] which also takes three polarized images as
the input, and five state-of-the-art learning-based dehazing methods including GDN [3], BPP [6],
FFA [5], HardGAN [1], and MSBDN [2] which take a single hazy image as the input, as shown in
Figure 7, Figure 8, and Figure 9, corresponding to Footnote 9 in Section 5.1 of the paper.

Polarized images 𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑) Hazy image 𝐈𝐈 Original scene radiance 𝐑𝐑 Ours
P:30.08  M:0.970

SPCVE
P:22.07  M:0.782

HardGAN
P:27.74  M:0.949

MSBDN
P:28.38  M:0.953

BPP
P:26.21  M:0.920

FFA
P:28.48  M:0.937

GDN
P:27.42  M:0.939

Polarized images 𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑) Hazy image 𝐈𝐈 Original scene radiance 𝐑𝐑 Ours
P:32.58  M:0.986

SPCVE
P:21.50  M:0.921

HardGAN
P:29.86  M:0.976

MSBDN
P:30.01  M:0.979

BPP
P:28.16  M:0.972

FFA
P:30.02  M:0.981

GDN
P:29.89  M:0.976

Figure 7: Additional comparisons on synthetic data (part 1). Quantitative results evaluated using
PSNR (P) and MS-SSIM (M) are displayed below each image.
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Polarized images 𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑) Hazy image 𝐈𝐈 Original scene radiance 𝐑𝐑 Ours
P:33.17  M:0.984

SPCVE
P:17.34  M:0.793

HardGAN
P:28.62  M:0.964

MSBDN
P:30.38  M:0.970

BPP
P:29.50  M:0.966

FFA
P:30.69  M:0.974

GDN
P:29.80  M:0.968

Polarized images 𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑) Hazy image 𝐈𝐈 Original scene radiance 𝐑𝐑 Ours
P:30.06  M:0.970

SPCVE
P:18.55  M:0.672

HardGAN
P:25.32  M:0.926

MSBDN
P:27.34  M:0.934

BPP
P:26.77  M:0.932

FFA
P:28.40  M:0.946

GDN
P:27.98  M:0.934

Polarized images 𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑) Hazy image 𝐈𝐈 Original scene radiance 𝐑𝐑 Ours
P:30.56  M:0.978

SPCVE
P:22.11  M:0.900

HardGAN
P:27.86  M:0.967

MSBDN
P:29.04  M:0.973

BPP
P:28.15  M:0.965

FFA
P:28.73  M:0.968

GDN
P:28.51  M:0.966

Polarized images 𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑) Hazy image 𝐈𝐈 Original scene radiance 𝐑𝐑 Ours
P:32.46  M:0.976

SPCVE
P:18.98  M:0.687

HardGAN
P:27.11  M:0.937

MSBDN
P:30.06  M:0.958

BPP
P:28.11  M:0.950

FFA
P:26.44  M:0.930

GDN
P:28.86  M:0.952

Figure 8: Additional comparisons on synthetic data (part 2). Quantitative results evaluated using
PSNR (P) and MS-SSIM (M) are displayed below each image.
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Polarized images 𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑) Hazy image 𝐈𝐈 Original scene radiance 𝐑𝐑 Ours
P:30.27  M:0.979

SPCVE
P:16.83  M:0.750

HardGAN
P:27.49  M:0.951

MSBDN
P:27.98  M:0.954

BPP
P:27.35  M:0.939

FFA
P:28.68  M:0.944

GDN
P:28.00  M:0.944

Polarized images 𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑) Hazy image 𝐈𝐈 Original scene radiance 𝐑𝐑 Ours
P:32.70  M:0.981

SPCVE
P:14.62  M:0.601

HardGAN
P:29.02  M:0.964

MSBDN
P:29.89  M:0.968

BPP
P:26.43  M:0.953

FFA
P:31.25  M:0.973

GDN
P:28.87  M:0.954

Polarized images 𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑) Hazy image 𝐈𝐈 Original scene radiance 𝐑𝐑 Ours
P:31.79  M:0.976

SPCVE
P:23.19  M:0.813

HardGAN
P:29.22  M:0.957

MSBDN
P:29.60  M:0.954

BPP
P:27.91  M:0.950

FFA
P:27.69  M:0.950

GDN
P:28.70  M:0.950

Polarized images 𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑) Hazy image 𝐈𝐈 Original scene radiance 𝐑𝐑 Ours
P:30.94  M:0.958

SPCVE
P:16.88  M:0.601

HardGAN
P:28.58  M:0.942

MSBDN
P:28.76  M:0.936

BPP
P:25.69  M:0.933

FFA
P:27.86  M:0.939

GDN
P:27.51  M:0.915

Figure 9: Additional comparisons on synthetic data (part 3). Quantitative results evaluated using
PSNR (P) and MS-SSIM (M) are displayed below each image.
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8 Additional real results

In this section, we provide additional qualitative comparisons on real data among our method, a
representative polarization-based dehazing algorithm SPCVE [4] which also takes three polarized
images as the input, and five state-of-the-art learning-based dehazing methods including GDN [3],
BPP [6], FFA [5], HardGAN [1], and MSBDN [2] which take a single hazy image as the input, as
shown in Figure 10, corresponding to Footnote 10 in Section 5.2 of the paper.

Hazy image 𝐈𝐈 Ours SPCVE

FFA HardGAN MSBDN

GDN

BPP

Polarized images 𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑)

Hazy image 𝐈𝐈 Ours SPCVE

FFA HardGAN MSBDN

GDN

BPP

Polarized images 𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑)

Hazy image 𝐈𝐈 Ours SPCVE

FFA HardGAN MSBDN

GDN

BPP

Polarized images 𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑)

Hazy image 𝐈𝐈 Ours SPCVE

FFA HardGAN MSBDN

GDN

BPP

Polarized images 𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑)

Figure 10: Additional qualitative comparisons on real data. All dehazing results are white-balanced
to the similar color appearance and multiplied by a factor of 1.25 for better visualization.
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9 Synthetic results without refinement

In this section, we provide qualitative comparisons on synthetic data without refinement (including
the transmitted light T and the original scene radiance R), as shown in Figure 11, corresponding to
Footnote 11 in Section 5.3 of the paper.

𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑) (Polarized images) 𝐈𝐈 (Hazy image)

𝐑𝐑 (Without 𝑔𝑔2)
P:24.38  M:0.941

𝐑𝐑 (Without 𝑔𝑔4)
P:15.33  M:0.933

𝐓𝐓 (Ground truth) 𝐓𝐓 (Our final model) 𝐓𝐓 (Without 𝑔𝑔2)

𝐑𝐑 (Ground truth) 𝐑𝐑 (Our final model) 𝐑𝐑 (Without 𝑔𝑔2 and 𝑔𝑔4)
P:31.73  M:0.978 P:16.60  M:0.878

𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑) (Polarized images) 𝐈𝐈 (Hazy image)

𝐑𝐑 (Without 𝑔𝑔2)
P:24.31  M:0.835

𝐑𝐑 (Without 𝑔𝑔4)
P:28.15  M:0.980

𝐓𝐓 (Ground truth) 𝐓𝐓 (Our final model) 𝐓𝐓 (Without 𝑔𝑔2)

𝐑𝐑 (Ground truth) 𝐑𝐑 (Our final model) 𝐑𝐑 (Without 𝑔𝑔2 and 𝑔𝑔4)
P:33.11  M:0.982 P:21.50  M:0.831

𝐈𝐈𝜶𝜶(𝟏𝟏,𝟐𝟐,𝟑𝟑) (Polarized images) 𝐈𝐈 (Hazy image)

𝐑𝐑 (Without 𝑔𝑔2)
P:21.42  M:0.774

𝐑𝐑 (Without 𝑔𝑔4)
P:20.11  M:0.947

𝐓𝐓 (Ground truth) 𝐓𝐓 (Our final model) 𝐓𝐓 (Without 𝑔𝑔2)

𝐑𝐑 (Ground truth) 𝐑𝐑 (Our final model) 𝐑𝐑 (Without 𝑔𝑔2 and 𝑔𝑔4)
P:30.35  M:0.965 P:17.13  M:0.742

Figure 11: Qualitative comparisons on synthetic data without refinement (including the transmitted
light T and the original scene radiance R). Quantitative results evaluated using PSNR (P) and
MS-SSIM (M) are displayed below each image.
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