
A User Study Interface

In this section, we provide screenshots and list of examples that were used in the user study.

Figure 2: User study consent form. Note that the name of the institution is redacted for the review.
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(a) Interface that shows information about
a health machine learning model. It shows
target health condition, possible prediction
results, and its accuracy.

(b) Interface that shows baseline condition.
This condition only presents input data and
prediction results and asks questions on
user-perceived trustworthiness and impact
on making medical decisions.

(c) Interface that shows CONFIDENCE
SCORE condition. This condition only
presents input data, prediction results, and
CONFIDENCE SCORE.

(d) Interface that asks users to select input
data that would have high CONFIDENCE
SCORE to explore potential learning ef-
fect through their interaction with CON-
FIDENCE SCORE.

Figure 3: List of user study interface. This shows an example interface for skin cancer classifier.
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(a) Image input is shown in a visible size.

(b) Audio player is embedded for the participants to listen to the
input data.

(c) Motion data is shown as a time-series plot of accelerometer
signal. We provide additional explanation about how to interpret
the signal.

Figure 4: Interface to display different input data types.

(a) Input examples for skin cancer
classifier for the participants who
self-report to have light-colored
skin tone.

(b) Input examples for skin cancer
classifier for the participants who
self-report to have dark-colored
skin tone.

(c) Input examples for Parkin-
son’s disease classifier.

Figure 5: List of input examples used in the user study. For each input type, top row shows in-
distribution inputs and bottom row shows out-of-distribution inputs. Left column shows positive
diagnostic results and right column shows negative diagnostic results. Note that audio samples are
not included due to its difficulty to visualize.
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B Performance Metrics

In out-of-distribution performance evaluation in Section 4.3, we use the following metrics that has
been used in previous out-of-distribution work [40, 64]:

• True negative rate (TNR) at 95% true positive rate (TPR) is defined as the percentage
of correctly detected out-of-distribution samples, when 95% of in-distribution samples are
correctly detected. TNR is calculated TNR = TN/(FP + TN) and TPR = TP/(TP +
TN), where TP, TN, FP, and FN are true positive, true negative, false positive, and false
negative, respectively.

• Area under the receiver operating curve (AUROC) is defined as the area under the plot
of true positive rate (TPR) versue false positive rate (FPR), where TPR = TP/(TP +FN)
and FPR = FP/(FP + TN).

• Detection accuracy is defined as the maximum classification accuracy over all possible
thresholds in classifying in- and out-of-distribution data.

C Energy-Based OOD Detection Analysis

In Section 4.3, energy-based out-of-distribution detection method does not show comparable perfor-
mance to methods using Mahalanobis distance and Gram matrices. We further analyze the method by
comparing the distribution of energy score between in- and out-of-distribution as shown Figure 6.
In most cases, the distribution of the energy scores are overlapped, making it difficulty to detect
out-of-distribution samples using energy score. In this work, we use energy-based method without
fine-tuning, which is suitable for adopting the method to any pre-trained models. However, as
the authors have demonstrated in their paper [43], fine-tuned energy-based method that requires
re-training of a classifier, shows significant improvement in detecting out-of-distribution samples.

(a) TNR@TPR95: 8.12 (b) TNR@TPR95: 7.29

(c) TNR@TPR95: 70.00 (d) TNR@TPR95: 0.00 (e) TNR@TPR95: 0.00

(f) TNR@TPR95: 14.28 (g) TNR@TPR95: 0.00 (h) TNR@TPR95: 5.06

Figure 6: Energy score distribution across different in- and out-of-distribution datasets.
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C.1 Out-of-Distribution Performance with Confidence Interval

Validation on OOD Samples (TNR @ TPR95/AUROC/Detection Accuracy)
Health ML Models In-Distribution Out-of-Distribution Distribution Shift Mahalanobis Gram Energy
Skin Lesion HAM10000 ISIC 2017 Covariate/label shift 10.13 / 58.21 / 59.28 25.90 / 81.14 / 74.98 14.28 / 76.20 / 70.76
(DenseNet-121) ±2.61/ ±3.30 / ±2.38 ±1.22 / ±1.89 / ±1.12 ±0.49 / ±0.18 / ±0.16

Face Open-set recognition 100.00 / 99.98 / 99.96 95.01 / 98.20 / 96.34 0.00 / 80.45 / 84.81
±0.00 / ±0.02 / ±0.04 ±1.48 / ±0.41 / ±0.63 ±0.00 / ±0.14 / ±0.25

CIFAR10 Open-set recognition 99.83 / 99.90 / 99.61 95.14 / 98.66 / 96.90 5.06 / 58.33 / 57.89
±0.18 / ±0.10 / ±0.39 ±1.43 / ±1.37 / ±1.94 ±0.26 / ±0.92 / ±0.67

Lung Sound ICBHI AudioSet Open-set recognition 97.96 / 99.47 / 97.34 96.55 / 99.18 / 95.97 8.12 / 56.79 / 57.13
(ResNet-34) ±0.73 / ±0.26 / ±0.45 ±1.67 / ±0.30 / ±0.62 ±0.24 / ±0.15 / ±0.14

Stethoscope Covariate/label shift 45.60 / 86.27 / 80.57 41.77 / 83.75 / 76.05 7.29 / 60.98 / 58.94
±4.95 / ±1.42 / ±1.55 ±1.62 / ±0.63 / ±0.38 ±1.22 / ±0.74 / ±0.63

Parkinson’s Disease mPower MotionSense Open-set recognition 100.00 / 99.86 / 99.89 100.00 / 99.94 / 99.60 0.00 / 58.71 / 64.96
(5⇥1D-Conv) ±0.00 / ± 0.13 / ±0.10 ±0.00 / ±0.24 / ±0.14 ±0.00 / ±0.59 / ±0.32

mHealth Open-set recognition 100.00 / 100.00 / 100.00 100.0 / 99.99 / 99.99 0.00 / 41.41 / 59.44
± 0.00 / ±0.00 / ±0.00 ±0.00 / ±0.02 / ±0.01 ±0.00 / ±1.09 / ±1.10

Kaggle Parkinson’s Covariate/label shift 98.00 / 99.89 / 99.47 98.96 / 99.96 / 99.67 70.00 / 95.91 / 93.34
±2.45 / ±0.14 / ±1.25 ±0.00 / ±0.02 / ±0.03 ±4.68 / ±0.30 / ±0.32

Table 4: Out-of-Distribution Detection Performance Across Multiple Tasks. Evaluation is repeated
for 5 times. Mean and standard deviation of metrics are reported.
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