
A Sharp Upper Bounds via. SGD-type Algorithms

A.1 SGD with Data Drop for Agnostic Noise Setting

In this section, we modify SGD so that despite having constant step size, the algorithm converges
to the optimal solution as t → ∞ even if the noise in each observation nt(X) can depend on X .
The modified algorithm is known as SGD with data drop (SGD-DD, Algorithm 1): fix K ∈ N and
run SGD on samples XKr for r ∈ N, and ignore the other samples. Theorem 8 below shows that if
K = Ω(τmix log T ), then the error is O( τmix log T

T ). Combined with the lower bounds in Theorems 2
and 1, this implies that SGD-DD is optimal up to log factors – in particular, the mixing time must
appear in the rates. The analysis simply bounds the distance between the iterates of SGD with
independent samples and the respective iterates of SGD-DD with Markovian samples.

We now formally describe the algorithm and result. Given samples from an exponentially ergodic
finite state Markov Chain, MC with stationary distribution π and mixing time τmix, for T ∈ N we
obtain data (Xt, Yt)

T
t=1 corresponding to the states of the Markov chain X1 → · · · → XT ∼ MC.

We pick K = τmixdL log2 T e for some constant L > 0 to be fixed later. For the sake of simplicity
we assume that T/K is an integer.

We now present our theorem bounding the bias and variance for SGD-DD.
Theorem 8 (SGD-DD). Let MC be any exponentially mixing ergodic finite state Markov Chain with
stationary distribution π and mixing time τmix. For T ∈ N we obtain data (Xt, Yt)

T
t=1 corresponding

to the states of the Markov chain X1 → · · · → XT ∼ MC. Let α be small enough as given in
Theorem 1 of [18]. Then

E[L(ŵ)]− L(w∗) ≤ exp

(
−αT

C · L · τmixκ log2 T

)
‖w0 − w∗‖2 +

C · L · τmixTr
(
A−1Σ

)
log2 T

T︸ ︷︷ ︸
Suboptimality for i.i.d. SGD with T/K samples

+
16‖w0‖2

TL−2
+

16α2υ

TL−3
,︸ ︷︷ ︸

error due to leftover correlations

where ŵ is the output of SGD-DD (Algorithm 1), A := Ex∼π [xxᵀ] is the data covariance matrix
and Σ := Ex∼π

[
n2xxᵀ

]
is the noise covariance matrix.

Remarks:

• The bound above has two groups of terms. The first group is the error achieved by SGD on
i.i.d. samples and the second group is the error due to the fact that the samples we use are only
approximately independent.

• With L = 5, the error is bounded by that of SGD on i.i.d. data plus a O(1/T 2) term.

Main ideas of the proof. By Lemma 3 in Section B we can couple (X̃K , X̃2K , . . . , X̃T ) ∼ π⊗(T/K)

to (XK , X2K , . . . , XT ) such that:

P
(
X̃K , X̃2K , . . . , X̃T ) 6= (XK , X2K , . . . , XT )

)
≤ T

K d(K) ≤ T
K e
−K/τmix .

We call the data
(
X̃tK , YtK(X̃tK)

)
as (X̃tK , ỸtK) for t = 1, . . . , TK . We replace (XtK , YtK) in the

definition of SGD-DD with (X̃tK , ỸtK) (with the exogenous, contextual noise ntK(X̃tK)). We call
the resulting iterates w̃t. We can first show that E‖wt − w̃t‖2 is small and hence that the guarantees
for SGD with i.i.d data, run for T/K steps as given in [18] carry over to ‘SGD with Data Drop’
(Algorithm 1). We refer to Appendix D.3 for a detailed proof.

A.2 Parallel SGD for Independent Noise Setting

We established in Section 4 that SGD with constant step size and averaging cannot achieve the
minimax risk for least squares regression with Markovian data and independent noise [16], so we
propose Parallel SGD algorithm with parallelization number K ∈ N to bridge the gap. For the sake
of simplicity, let T

2K be an integer.
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In this algorithm, we run K different SGD instances in parallel such that the ith instance of the
algorithm observes (XK(t−1)+i, YK(t−1)+i) for t ≥ 1. Therefore, each parallel instance of SGD
observes points which are K time units apart and if K � τmix, the observations used by each of the
SGD instance appear to be almost independent.

The following is the main result of this section.
Theorem 9 (Parallel SGD). Consider the Parallel SGD algorithm in the independent noise setting.
Let the step size α < 1

2 and the number of parallel instances K ≥ τmixdr log2(T )e where r > 5.
Assume T/K is an integer. If ŵ is the output of the algorithm using T data points, we have for a
universal constant C > 0 the bound:

E[L(ŵ)]− L(w∗) ≤ 2
(

1− α

2κ

) T
2K 1

τmix · log T

[
K∑
i=1

‖w(i)
1 − w

∗‖2
]

+
Cdσ2

T
.

Note that compared to the rate for SGD and SGD-DD (Section A.1), the variance term has no
dependence on τmix. The bias decay is slower by a factor of τmix compared to the i.i.d. data setting,
but is optimal up to a logarithmic factor for the Markovian setting. A complete proof can be found in
Appendix D.4.

B Coupling Lemmas

We give a well known characterization of total variation distance:

Lemma 1. Let µ and ν be any two probability measures over a finite set Ω. Then, there exist coupled
random variables (X,Y ), that is random variables on a common probability space, such that X ∼ µ,
Y ∼ ν and,

P(X 6= Y ) = TV(µ, ν).

Lemma 2. Let X0, . . . , Xt, . . . be a stationary finite state Markov chain MC with stationary distri-
bution π. For arbitrary r, s ∈ N, consider the following random variable:

Yt,r,s := (Xt+r, Xt+r+1, . . . , Xt+r+s).

Then, we have:
TV(D(Xt, Yt,r,s), π ⊗D(Yt,r,s)) ≤ dmix(r),

where d(r) is the mixing metric as defined in Section 1.1.

Proof. Using the fact that Xt ∼ π and by definition of total variation distance, we have:

TV(D(Xt, Yt,r,s), π ⊗D(Yt,r,s)) =
∑
x∈Ω

π(x)TV(D(Yt,r,s|Xt = x),D(Yt,r,s)) .

By the Markov property, TV(D(Yt,r,s|Xt = x),D(Yt,r,s)) = TV(D(Xt+r|Xt = x),D(Xt+r)) =
TV(D(Xt+r|Xt = x), π). Lemma now follows from the definition of dmix(r).

Lemma 3. Let X0, . . . , Xt, . . . be a stationary finite state Markov chain MC with stationary distri-
bution π. Let K,n ∈ N. Then,

TV
(
D(X0, XK , X2K , . . . , XnK), π⊗(n+1)

)
≤ ndmix(K) .

Furthermore, we can couple (X0, XK , . . . , XnK) and (X̃0, X̃K , . . . , X̃nK) ∼ π⊗(n+1) such that:

P
(

(X0, XK , . . . , XnK) 6= (X̃0, X̃K , . . . , X̃nK)
)
≤ ndmix(K) .

Proof. We prove this inductively. By Lemma 2, we have:

TV(D(X(n−1)K , XnK), π⊗2) ≤ dmix(K) .

From this it is easy to show that

TV(π ⊗D(X(n−1)K , XnK), π⊗3) = TV(D(X(n−1)K , XnK), π⊗2) ≤ dmix(K) . (7)
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Using the notation in Lemma 2, we have:

TV(D(X(n−2)K , Y(n−2)K,K,K), π ⊗D(Y(n−2)K,K,K)) ≤ dmix(K) .

By elementary properties of TV distance, it is clear that the TV between the respective marginals is
smaller than the TV between the given measures. Therefore,

TV(D(X(n−2)K , X(n−1)K , XnK), π ⊗D(X(n−1)K , XnK) ≤ dmix(K) . (8)

Using triangle inequality for TV distance along with (7) and (8), we have:

TV(D(X(n−2)K , X(n−1)K , XnK), π⊗3) ≤ 2dmix(K) .

First part of the Lemma follows by using similar argument for all i, 1 ≤ i ≤ n. The coupling part of
the lemma then follows by Lemma 1.

C Minimax Lower Bounds: Proofs

We first note some well known and useful results about the square loss.

Lemma 4. 1. Ex∼πE[nt(x) · x] = 0

2. L(w)− L(w∗) = (w − w∗)ᵀA(w − w∗)

Proof. 1. This follows from the fact that w∗ is the minimizer of the square loss L(w) and
hence∇L(w∗) = 0.

2. Clearly, L(w) = wᵀAw + Ex∼πE|Y0(x)|2 − 2Ex∼πEY0(x)xᵀw. The result follows after
a simple algebraic manipulation involving item 1 above.

C.1 General Minimax Lower Bound for Bias Decay

Proof sketch of Theorem 1: The proof of Theorem 1 proceeds by considering a particular Markov
chain and constructing a two point Bayesian lower bound. Let Ω = {e1, e2} ⊂ R2 where e1, e2 ∈ R2

are the standard basis vectors. Let κ ≥ 2 be given. Fix δ ≤ (0, 1/2] and define ε = δ
κ−1 . Consider

the Markov Chain MC3 defined by its transition matrix:

P3 =

[
P3(e1, e1) P3(e1, e2)
P3(e2, e1) P3(e2, e2)

]
=

[
1− ε ε
δ 1− δ

]
(9)

Below given proposition shows that the mixing time τ (3)
mix of this Markov chain is bounded.

Proposition 1. τ (3)
mix ≤ C

κε ≤
C
δ for some universal constant C.

We use MC3 to generate a set of points. We note that if we start in e1, with probability

∼
(

1− C
τ0κ0

)T
, we do not visit e2 for the first T time steps. In this event, the algorithm does

not have any information about 〈w∗, e2〉, giving us the lower bound.

Proof of Proposition 1. We consider the metric:

d̄mix(t) := sup
i,j∈Ω

TV(P t(i, ·), P t(j, ·)) .

Clearly, d̄mix(1) = (1− δκ
κ−1 ) = (1− εκ).

By Lemma 4.12 in [17], d̄mix(t) is submultiplicative. Therefore, d̄mix(t) ≤ (1 − εκ)t. Now, by
Lemma 4.11 in [17], we conclude that dmix(t) ≤ d̄mix(t) ≤ (1 − εκ)t ≤ e−tεκ. From this we
conclude that τ (3)

mix ≤ C
κε for some universal constant C.
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Proof of Theorem 1. Let the stationary distribution of MC3 be π3. We can easily show that π3(1) =
δ
δ+ε = 1− 1

κ and π3(2) = 1/κ. Let X1, X2, . . . , XT ∼ MC3. Consider the event ET = ∩Tt=1{Xt 6=
2}. The event ET holds if and only if the Markov chain starts in state 1 and remains in state 1 for the
next T transitions. Therefore,

P(ET ) = π3(1)P (1, 1)T−1 =
(
1− 1

κ

)
(1− ε)T−1 (10)

We will first consider the case τ0 ≥ 2C for the universal constant C given in Proposition 1. Now,
we give a two point Bayesian lower bound for the minimax error rate using the Markov chain MC3

defined above over the set {e1, e2}. Consider the following two observation models associated with
the markov chain MC3 - which we denote with subscripts/ superscripts 1 and 2 respectively. Call
these models Q1 and Q2. Let w∗1 , w

∗
2 ∈ R2 and set w∗1 = e2, w∗2 = −e2. For k ∈ {1, 2}, and for a

stationary sequence X1 → . . .→ XT ∼ MC3, we obtain the data sequence (Xt, Y
k
t ) ∈ R2×R. We

let Y kt = 〈Xt, w
∗
k〉+ ηt for any sequence of noise random variables considered in the class Q. Now,

A3 := EXtX
ᵀ
t =

[
1− 1

κ 0
0 1

κ

]
(11)

A3 ≥ I
κ and κ is the ‘condition number’. We take κ = κ0 and fix δ such that τ (3)

mix ≤ C
κ0ε

= τ0. Here
C is the universal constant given in Proposition 1. We see that the choice of δ above can be made
using Proposition 1. Clearly, Q1, Q2 ∈ Q.

From Lemma 4, it follows that for any w ∈ R2 and k ∈ {1, 2}, we have

LQk(w)− LQk(w∗k) =
1

κ
‖w − w∗k‖2 .

The following lower bound holds for the LHS of Equation (4):

L(Q) ≥ inf
ALG∈A

1

2κ
E‖ALG(DQ1(T ))− w∗1‖2 +

1

2κ
E‖ALG(DQ2(T ))− w∗2‖2 (12)

Now, we can embed DQ1
(T ) and DQ2

(T ) into the same probability space such that the data is gener-
ated by the same sequence of states X0, . . . , XT and they have the same noise sequence η0, . . . , ηT
almost surely. It is easy to see that conditioned on the event ET described above, DQ1(T ) = DQ2(T )
almost surely. Under this event, ALG(DQ1(T )) = ALG(DQ2(T )). Using this in Equation (12), we
concude:

L(Q) ≥ inf
ALG∈A

1

2κ
E‖ALG(DQ1

(T ))− w∗1‖21(ET ) +
1

2κ
E‖ALG(DQ2

(T ))− w∗2‖21(ET )

= inf
ALG∈A

1

2κ
E‖ALG(DQ1

(T ))− w∗1‖21(ET ) +
1

2κ
E‖ALG(DQ1

(T ))− w∗2‖21(ET )

≥ inf
ALG∈A

‖w∗1 − w∗2‖2

4κ
P(ET ) =

‖w∗1 − w∗2‖2

4κ
P(ET ) =

κ− 1

κ2
(1− ε)T−1

≥ κ− 1

κ2

(
1− C

τ0κ

)T−1

=
κ0 − 1

κ2
0

(
1− C

τ0κ0

)T−1

≥ κ0 − 1

κ2
0

(
1− C

τ0κ0

)T
. (13)

In the third step above, we have used the fact that due to convexity of the map a→ ‖a‖2, we have
‖a− b‖2 + ‖c− b‖2 ≥ 1

2‖a− c‖
2 for arbitrary a, b, c ∈ Rd and Equation (10) in the sixth step and

the choice of ε and δ in the seventh step and the choice of κ = κ0 in the last step.

For the case 1 ≤ τ0 < 2C, we take X1 → X2 . . . → XT to be an i.i.d seqence with distribution
π3(·) and let κ = κ0. In this case, P(ET ) = (1− 1

κ )T and its mixing time is 1. The lower bounds
for this case follows using similar reasoning as above. We conclude that even when 1 ≤ τ0 < 2C,
Equation (13) holds.
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C.2 Minimax Lower Bound for Agnostic Setting

Proof of Theorem 2.

In the setting considered below, σ2 = c for some constant c. But, we note that we can achieve lower
bounds for more general σ2 by scaling w∗ and Yt below simultaenously by σ. (This would also
require a scaling of the lower bound on T below to ensure ‖w∗‖ ≤ 1)

Let I = (I1, . . . , Id) ∈ {0, 1}d. Let ε, δ ∈ (0, 1) be such that 1/2 ≥ ε > δ. We consider a collection
of irreducible Markov chains, indexed by {0, 1}d with a common state space Ω such that |Ω| = 2d
and Ω ⊂ Rd. For now, we denote Ω = {a1, . . . , a2d}. We denote the Markov chain corresponding to
I by MCI, the corresponding transition matrix by PI, the stationary distribution by πI and the mixing
time by τ Imix. Let

PI(ai, aj) =



1− ε if i = j, i ≤ d and Ii = 0

1− ε− δ if i = j, i ≤ d and Ii = 1
ε

2d−1 if i 6= j, i ≤ d and Ii = 0
ε+δ

2d−1 if i 6= j, i ≤ d and Ii = 1

1− ε if i = j and i ≥ d
ε

2d−1 if i 6= j and i ≥ d

(14)

We consider the data model corresponding to each MCI. For i ∈ {1, . . . , d}, we take ai := ei
and ad+i := −ei where ei is the standard basis vector in Rd. We let the output corresponding to
ai, Yt(ai) = 1 almost surely for i ∈ {1, 2, . . . , 2d}. Let w∗I ∈ Rd the optimum corresponding to
regression problem described in Equation (2). A simple computation shows that:

w∗I = arg inf
w∈Rd

d∑
i=1

πI(ei)(〈w, ei〉 − 1)2 + πI(−ei)(〈w, ei〉+ 1)2 .

Optimizing the RHS by setting the gradient to 0, we conclude that:

〈w∗I , ei〉 =
πI(ei)− πI(−ei)
πI(ei) + πI(−ei)

.

It is clear from an application of Proposition 2 that:

〈w∗I , ei〉 =

{
0 if Ii = 0

− δ
2ε+δ if Ii = 1

(15)

Denote AI = Ex∼πI
xxᵀ. It is easy to show that AI � Id

2d from the identity given for πI in
Proposition 2. Let QI be the regression problem corresponding to MCI. We define the data set
DQI

= {X(I)
1 , . . . , X

(I)
T }.

We now consider the minimax error rate. In the equations below, we will denote ALG(DQI
(T )) by

just ŵI for the sake of clarity. From Proposition 2, we conclude that if we take 1/ε ∼ τ0 then QI ∈ Q
for every I ∈ {0, 1}d

L(Q) = inf
ALG∈A

sup
Q∈Q

E[LQ(ALG(DQ(T )))]− LQ(w∗Q)

≥ inf
ALG∈A

sup
I∈{0,1}d

E[LQI
(ŵI)]− LQI

(w∗I )

= inf
ALG∈A

sup
I∈{0,1}d

E(ŵI − w∗I )ᵀAI(ŵI − w∗I )

≥ inf
ALG∈A

sup
I∈{0,1}d

1

2d
E‖ŵI − w∗I ‖2

≥ inf
ALG∈A

EI∼Unif{0,1}d
1

2d
E‖ŵI − w∗I ‖2

=
1

2d
inf

ALG∈A

d∑
i=1

EI∼Unif{0,1}dE|〈ŵI, ei〉 − 〈w∗I , ei〉|2, (16)
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The third step follows by an application of Lemma 4. The fourth step follows from the fact that
AI � Id

2d as shown above. In the fourth and fifth steps, the inner expectation is with respect to the
randomness in the data and the outer expectation is with respect to the randomness in I ∼ Unif{0, 1}d.
We refer to Lemma 7, proved below, which essentially argues that whenever I,J ∈ {0, 1}d are such
that they differ only in one position, the outputs of MCI and MCJ have similar distribution whenever
δ is ‘small enough’ (as given in the lemma). Therefore, with constant probability, any given algorithm
fails to distinguish between the data from the two Markov chains. Applying lemma 7 to Equation (16),

we conclude that for some absolute constant C,C1, C2, whenever T ≥ C d2

ε and δ ≤ C1

√
dε
T , we

have ‖w∗I ‖ ≤ 1 and:

sup
I∈{0,1}d

ELI(ŵI)− LI(w
∗
I ) ≥ C2

δ2

ε2 + δ2
(17)

The lower bounds follow from the equation above after noting that τ0 ∼ 1/ε

The following proposition gives a uniform bound for the mixing times for the class of Markov chains
and determines their stationary distributions considered in the proof of Theorem 2 above.

Proposition 2. τ Imix ≤ C0

ε for some universal constant C0. Let |I| :=
∑d
i=1 Ii. Then,

πI(ai) =

{
ε

2dε+(2d−|I|)δ if i ≤ d and Ii = 1
ε+δ

2dε+(2d−|I|)δ otherwise
(18)

Proof. Consider the distance measure for mixing: d̄mix(t) = supa,b∈Ω TV(P tI (a, ·), P tI (b, ·)). A
simple calculation, using the fact that 1/2 ≥ ε > δ shows that for any I ∈ {0, 1}d, we have:

d̄mix(1) ≤ 1− ε

2
.

Using Lemma 4.12 in [17], we conclude that d̄mix is submultiplicative and therefore, d̄mix(t) ≤
(1− ε

2 )t. By Lemma 4.11 in [17], dmix(t) ≤ d̄mix(t) ≤ (1− ε
2 )t. From this inequality, we conclude

the result.

The identity for the stationary distribution follows from the definition.

Suppose I,J ∈ {0, 1}d and that they differ only in one co-ordinate. Let X(I)
1 → X

(I)
2 → . . . →

X
(I)
T ∼ MCI and X(J)

1 → X
(J)
2 → . . . → X

(J)
T ∼ MCJ be stationary sequences. We will denote

them as X(k) for k ∈ {I,J} respectively.

Lemma 5. There exist universal constants C,C1 such that whenever T ≥ C d
ε and δ ≤ C1

√
dε
T , we

have

TV(X(J),X(I)) ≤ 1

2
,

where TV(X(J),X(I)) is the total variation distance between random variables X(J) and X(J).

Proof. We will bound the total variation distance between X(J) and X(J) below by first bounding
KL divergence between the sequences and then using Pinsker’s inequality. Without loss of generality,
we assume that I1 = 0, J1 = 1.

Let (z1, . . . , zT ) ∈ ΩT . Henceforth, we will denote this tuple by z. For k ∈ {I,J}, we have:

P(X(k) = z) = πk(z1)

T∏
t=2

Pk(zt−1, zt) . (19)
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Define the function ηab : ΩT → N for a, b ∈ Ω by: ηab(z) = |{2 ≤ t ≤ T : zt−1 = a and zt = b}| .
ηab(z) counts the number of transitions from state a to state b in z. Equation 19 can be rewritten
using functions ηab as:

P(X(k) = z) = πk(z1)
∏
a,b∈Ω

Pk(a, b)ηab(z).

Abusing notation to use X(k) and D(X(k)) interchangably, and by using definition of the KL
divergence, we have:

KL(X(J)||X(I)) =
∑
z∈ΩT

P(X(J) = z) log
P(X(J) = z)

P(X(I) = z)

=
∑
z∈ΩT

P(X(J) = z)

log

(
πJ(z1)

πI(z1)

)
+
∑
a,b∈Ω

ηab(z) log
PJ(a, b)

PI(a, b)


= KL(πJ||πI) +

d∑
j=1

Eηa1aj (X(2)) log
PJ(a1, aj)

PI(a1, aj)

= KL(πJ||πI) + (T − 1)πJ(a1)KL(PJ(a1, ·)||PI(a, ·)) (20)

In the third step we have used that fact that PJ(a, b) 6= PI(a, b) only when a = a1 since J and I
differ only in the first co-ordinate. In the fourth step we have used the fact that Eηa1aj (X(2)) =
(T − 1)πJ(a1)PJ(a1, aj)

For any two probability measures P and Q on the same finite space, the following holds by the
Pinsker’s inequality:

TV(P,Q) ≤
√

2KL(P ||Q) (21)
We now state the ’reverse Pinkser’s inequality’ to bound the KL divergence.

Lemma 6. [Lemma 6.3 in [22]] Let P1 and P2 be probability distributions over some finite space E.
Then,

KL(P2||P1) ≤
∑
a∈E

|P2(a)− P1(a)|2

P1(a)
.

In particular, when E = {0, 1}, Pi = Ber(pi), we have:

KL(P2||P1) ≤ |p1 − p2|2

p1(1− p1)

An easy computation using Lemma 6 shows that for some universal constant C3:

KL(πJ||πI) ≤
C3δ

2

dε2
.

By Proposition 2, we have πJ(a1) ≤ 1/2d. By a similar application of Lemma 6 we have:

KL (PJ(a1, ·)||PI(a1, ·)) ≤
δ2

ε(1− ε)

Combining these bounds with Equation (20) and using the fact that ε < 1/2, we have, for some
universal constant C3,

KL(X(J)||X(I)) ≤ C3

[
δ2

dε2
+
Tδ2

dε

]
(22)

We let T ≥ Cd/ε and take δ ≤ C1

√
dε
T for appropriate constants C,C1. Applying this in Equa-

tion (22) and then using Equation (21), we obtain the desired result.
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Lemma 7. T ≥ Cd
ε and δ ≤ C1

√
dε
T For any output ŵI (as decribed in the proof of Theorem 2),

EI∼Unif{0,1}dE|〈ŵI, ei〉 − 〈w∗I , ei〉|2 ≥
δ2

8(2ε+ δ)2

Proof. Let I∼i denote all the co-ordinates of I other than i, let I+
i ∈ {0, 1}d be such that its i-th

co-ordinate is 1 and the rest of the co-ordinates are I∼i. Similarly I−i be such that its i-th co-ordinate
is 0 and the rest of the co-ordinates are I∼i.

By Lemma 1 and Lemma 5, we conclude that whenever T ≥ Cd
ε and δ ≤ C1

√
dε
T we can couple the

sequences X(I+i ) and X(I−i ) such that:

P({X(I+i ) = X(I−i )}) ≥ 1

2
, .

Define the event E ′T := {DQ1
(T ) = DQ2

(T )}.
EI∼Unif{0,1}d−1E|〈ŵI, ei〉 − 〈w∗I , ei〉|2 = EI∼i∼Unif{0,1}d−1EIi∼Unif{0,1}E|〈ŵI, ei〉 − 〈w∗I , ei〉|2

= EI∼i∼Unif{0,1}d−1

1

2

[
E|〈ŵI+i

, ei〉 − 〈w∗I+i , ei〉|
2 + E|〈ŵI−i

, ei〉 − 〈w∗I−i , ei〉|
2
]

≥ 1

2
EI∼i∼Unif{0,1}d−1E

[
|〈ŵI+i

, ei〉 − 〈w∗I+i , ei〉|
2 + |〈ŵI−i

, ei〉 − 〈w∗I−i , ei〉|
2
]
1(E ′T )

≥ 1

4
EI∼i∼Unif{0,1}d−1

[
|〈w∗

I−i
, ei〉 − 〈w∗I+i , ei〉|

2
]
P(E ′T )

=
δ2

8(2ε+ δ)2
(23)

In the fourth step we have used the fact that in the event E ′T , that is when X(I+i ) = X(I−i ), the
corresponding outputs of the algorithm are the same. That is ŵ+

I = ŵ−I . We have also used the
convexity of the map x → ‖x‖2 to show that ‖a − b‖2 + ‖b − c‖2 ≥ ‖a−c‖

2

2 . In the last step, we
have used Equation (15).

D SGD algorithms: Proofs

D.1 SGD with Constant Step Size suffers Asymptotic Bias in the Agnostic Setting

Proof of Theorem 4. Fix ε ∈ (0, 1). We describe the Markov chain MC1 over the space Ω =
{a, b} ⊂ R and the corresponding data model that we consider. Let the corresponding stationary
distribution be π1, mixing time be τ1

mix and the transition matrix be P1, given by:

P1(a, a) = P1(b, b) = 1− ε, P1(a, b) = P1(b, a) = ε .

It is clear from Proposition 2 with d = 1 and δ = 0 that τ1
mix ≤ C/ε for some universal constant

C and that the stationary distribution is uniform over Ω. We set a = 1/2 and b = −1. The output
Yt(a) = Yt(b) = 1/2 almost surely. It is easy to show that the corresponding optimal parameter
w∗1 = − 1

5 . Let the SGDα be run on an instance using the data from MC1 as described above. We
call the iterates wt.

We will first bound the Wasserstein distance between wt+1 and wt. Let X1 → X2 → . . . →
XT . . . ∼ MC1 be a stationary sequence. We consider another stationary sequence X̃1 → X̃2 →
. . . ∼ MC1 such that X̃t = Xt+1 for every t ≥ 1 almost surely. We can run the SGD with data
from the chain Xt or from the chain X̃t. Let the data corresponding to X̃t be (X̃t, Ỹt). We let the
iterates be wt and w̃t respectively and start both from the same initial point w1. Now, wt and w̃t are
identically distributed. For t ≥ 1, consider:

wt+2 − w̃t+1 = wt+1 − w̃t − α(Xt+1X
ᵀ
t+1wt+1 −Xt+1Yt+1) + α(X̃tX̃

ᵀ
t wt − X̃tỸt)

Clearly, X̃t = Xt+1 and Ỹt = Yt+1 almost surely. Hence,

wt+2 − w̃t+1 = (1− αX̃tX̃
ᵀ
t ) (wt+1 − w̃t) .
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Now, X̃t ∈ R and |X̃t|2 ≥ 1
4 almost surely. Therefore, when α ∈ (0, 1) we have:

|wt+2 − w̃t+1|2 ≤
(
1− α

4

)2 |wt+1 − w̃t|2 . (24)

Applying the above inequality for t iterations and by applying expectation on both sides: Therefore
we conclude that:

E
[
|wt+1 − w̃t|2

]
≤ e−tα/2E

[
|w1 − w2|2

]
= e−tα/2|w2|2 ≤ e−(t−1)α/2.

Applying Jensen’s inequality to the LHS and using the fact that w̃t has the same distribution as wt,
we get:

|Ewt+1 − Ewt| ≤
α

2
e−(t−1)α/4.

Similarly, since Equation (24) holds almost surely, we have for k ∈ {1, 2}:

E
[∣∣wt+2 − w̃t+1

∣∣2∣∣Xt+1 = k
]
≤ α

2
e−(t−1)α/2 . (25)

Using the fact that Xt+1 = X̃t almost surely, we conclude that:

E [w̃t+1|Xt+1 = k] = E
[
w̃t+1|X̃t = k

]
= E [wt+1|Xt = k] .

Using the equation above and applying Jensen’s inequality to Equation (25), we obtain:∣∣E [wt+1|Xt = k]− E [wt|Xt−1 = k]
∣∣ ≤ α

2
e−(t−1)α/4 . (26)

For the sake of simplicity, we will denote E [wt|Xt−1 = k] by ek and E [wt+1|Xt = k] by ek + λk,
where |λk| ≤ α

2 e
−α(t−1)/4. We hide the dependence on t for the sake of clarity.

Taking conditional expectation with respect to the event Xt = 1 in the recursion in Algorithm 3, we
have:

e1 + λ1 =
(
1− α

4

)
E [wt|Xt = 1] +

α

4
. (27)

Now, consider:

E [wt|Xt = 1] = 2E [wt1(Xt = 1)] = 2E [wt1(Xt = 1)1(Xt−1 = 1) + wt1(Xt = 1)1(Xt−1 = 2)]

= E
[
wt1(Xt = 1)

∣∣Xt−1 = 1
]

+ E
[
wt1(Xt = 1)

∣∣Xt−1 = 2
]

= (1− ε)e1 + εe2.

Using this in Equation (27), we conclude:

e1 + λ1 = (1− α/4) [(1− ε)e1 + εe2] + α/4

Similarly, we have:
e2 + λ2 = (1− α) [εe1 + (1− ε)e2]− α/2

Using the above two equations, we have[
α/4 + ε− αε/4 −ε(1− α/4)
−(1− α)ε α+ ε− αε

] [
e1

e2

]
=

[
α/4 + λ1

−α/2 + λ2

]
(28)

Solving the equations above we get:[
e1

e2

]
=

[
α/2−αε/4−ε/2
α/2+5ε/2−αε
−α/4−αε/4−ε/2
α/2+5ε/2−αε

]
+O(C(α, ε)e−tα/4). (29)

As E[wt] = e1+e2
2 ,

E[wt] =
1

2

[
α/4− αε/2− ε
α/2− αε+ 5ε/2

]
+O(C(α, ε)e−tα/4) . (30)

It is easy to check that when ε = 1/2, X0, X1, . . . , is infact a sequence of i.i.d Ber(1/2) random
variables and we’d expect wt to be an unbiased estimator as t→∞. This can be verified by plugging
in ε = 1/2 in Equation (30). When ε = 1/4, the corresponding value becomes 1

2
α−2
2α+5 +ot(1), which

does not tend to w∗1 = −1/5 as t→∞.
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D.2 A Lower Bound for SGD with Constant Step Size in the Independent Noise Setting

Proof of Theorem 5. Recall the class of Markov chains MCI for I ∈ {0, 1}d defined in the proof
of Theorem 2 in Appendix C.2. We consider a similar Markov chain MC0 with state space Ω =
{e1, . . . , ed}. Let its transition matrix be P0, the stationary distribution be π0 and the mixing time be
τ0
mix. Let 0 < ε < 1/2. We define:

P0(ei, ej) =

{
1− ε if i = j
ε

d−1 if i 6= j
(31)

Through steps analogous to the proof of Proposition 2, we can show that τ0
mix ≤ C

ε for some universal
constant C. It follows from definitions that π0 is the uniform distribution over Ω.

Let X1 → X2 . . . → XT ∼ MC0 is a stationary seqence. We let w∗0 = 0 and let the output be
Yt = 〈Xt, w

∗
0〉 + nt = nt such that nt ∼ N (0, σ2). Since this is the independent noise case, nt

is taken to be i.i.d. and independent of Xt. The matrix A0 = EXtX
ᵀ
t = Id

d . Consider the SGD
algorithm with iterate averaged output which achieves the information theoretically optimal rates
in the i.i.d data case. Suppose (Xt, Yt)

T
t=1 is drawn from the model associated with MC0 described

above. The evolution equations become:

〈wt+1, ei〉 =

{
〈wt, ei〉 if Xt 6= ei
(1− α)〈wt, ei〉+ αnt if Xt = ei

(32)

Let the averaged output of SGD be ŵ := 2
T

∑T
t=T/2+1 wt. Now we will directly give a lower bound

for the excess loss of the estimator ŵ for w∗0 . We let w0 = 0. For the problem under consideration,
w∗0 = 0 and A0 = Id

d . Therefore, using Lemma 4

EL(ŵ)− L(w∗0) =
1

d
E‖ŵ‖2

=
4

T 2d

T∑
t,s=T/2+1

E〈wt, ws〉

=
4

T 2d

T∑
t,s=T/2+1

d∑
i=1

E〈wt, ei〉〈ws, ei〉 (33)

Consider the case s > t. For i ∈ {1, . . . , d}, let Ni(s − 1, t) := |{t ≤ l ≤ s − 1 : Xl = ei}|
and let t ≤ t1 < . . . < tNi(s−1,t) ≤ s − 1 be the sequence of times such that Xtp = ei. We have
〈ws, ei〉 = (1 − α)Ni(s−1,t)〈wt, ei〉 +

∑Ni(t,s)
p=1 (1 − α)Ni(t,s)−pαntp . Therefore, multiplying by

〈wt, ei〉 on both sides and taking expectation, we conclude:

E〈wt, ei〉〈ws, ei〉 = E(1− α)Ni(s−1,t)|〈wt, ei〉|2

≥
∑
j 6=i

E
[
|〈wt, ei〉|2

∣∣Xt−1 = j,Ni(s− 1, t) = 0
]
P (Xt−1 = j,Ni(s− 1, t) = 0)

=
∑
j 6=i

E
[
|〈wt, ei〉|2

∣∣Xt−1 = j
]
P (Xt−1 = j,Ni(s− 1, t) = 0)

=
∑
j 6=i

E
[
|〈wt, ei〉|2

∣∣Xt−1 = j
]
P
(
Ni(s− 1, t) = 0

∣∣Xt−1 = j
)
P(Xt−1 = j)

=
∑
j 6=i

(1− ε
d−1 )s−t

d
E
[
|〈wt, ei〉|2

∣∣Xt−1 = j
]

(34)

The first equality follows from fact that nl are i.i.d mean 0 and independent of Xl. In the second
step we have used the fact that conditioned on the event N2(s− 1, t) = 0, (1− α)N2(s−1,t) = 1. In
the third step we have used the fact that wt depends only on X1, . . . , Xt−1, and n1, . . . , nt−1 and
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N2(s− 1, t) depends only on Xt, . . . , Xs−1 and therefore are conditionally independent given Xt−1.
The last step follows from the fact that P

(
Ni(s− 1, t) = 0

∣∣Xt−1 = j
)

= (1− ε
d−1 )s−t.

Using Equation (34) in Equation (33), we have:

EL(ŵ)− L(w∗) ≥ 2

T 2d2

T∑
t=T/2+1

T∑
s=t

d∑
i=1

∑
j 6=i

(1− ε
d−1 )s−tE

[
|〈wt, ei〉|2

∣∣Xt−1 = j
]

=
2(d− 1)

T 2d2ε

T∑
t=T/2+1

d∑
i=1

∑
j 6=i

(
1− (1− ε

d−1 )T−t+1
)
E
[
|wt|2

∣∣Xt−1 = 0
]

≥
2(1− (1− ε

d−1 )T/4)(d− 1)

d2T 2ε

3T/4∑
t=T/2+1

d∑
i=1

∑
j 6=i

E
[
|〈wt, ei〉|2

∣∣Xt−1 = j
]

≥ cασ2(d− 1)2

Tdε(2− α)

[
1−O

(
(1− ε

d−1 )T/4 + d(1− α)T/2d + de−T/36d2τ0
mix

)]
≥ c′ατ0

mixσ
2d

T (2− α)

[
1−O

(
(1− ε

d−1 )T/4 + d(1− α)T/2d + de−T/36d2τ0
mix

)]
(35)

Where c in the third step is some positive universal constant. In the third step we have used Lemma 8.
In the last step we have used the bounds on τ0

mix. This establishes the lower bound.

Lemma 8. For j ∈ {1, . . . , d},

ασ2

2− α

(
1− d(1− α)

t
d − de

− t
72d2τ0

mix

)
≤ E

[
|〈ei, wt+1〉|2

∣∣Xt = ej
]
≤ ασ2

2− α
.

Proof. It is clear from Equation (32) that

〈wt+1, ei〉 =

Ni(t)∑
s=1

(1− α)Ni(t)−sαεts .

Where N2(t) = |{1 ≤ l ≤ t : Xl = ei}| and 1 ≤ t1 ≤ t2 . . . tN2(t) ≤ t is the increasing and
exhaustive sequence of times such that Xts = ei. We understand an empty summation to be 0.
Therefore we have:

E
[
|〈wt+1, ei〉|2

∣∣Xt = ej
]

=

t∑
n=0

E

[
n∑

s,p=1

(1− α)2n−s−pα2εtsεtp

∣∣∣∣Xt = ej , Ni(t) = n

]
P(Ni(t) = n|Xt = ej)

=

t∑
n=0

E

[
n∑
s=1

(1− α)2n−2sα2σ2

∣∣∣∣Xt = ej , Ni(t) = n

]
P(Ni(t) = n|Xt = ej)

= α2σ2E
[

1− (1− α)2Ni(t))

1− (1− α)2

∣∣∣∣Xt = ej

]
(36)

=
ασ2

2− α

(
1− E

[
(1− α)2Ni(t)

∣∣Xt = ej

])
(37)

In the second step we have used the fact that the sequence (εs) is i.i.d mean 0 and independent of the
sequence (Xs). It is now sufficient to show that

E
[
(1− α)2Ni(t)

∣∣Xt = ej

]
→ 0

as t→∞.

Clearly, ENi(t) = t/d. We will now bound E(1 − α)2Ni(t). By a direct application of Corollary
2.10 in [23], we conclude that for any x ≥ 0
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P(Ni(t) ≤ ENi(t)− x) ≤ exp

(
− 2x2

9tτ0
mix

)
.

Taking x = t/2d, we conclude:

P(Ni(t) ≤ t
2d ) ≤ exp

(
− t

18d2τ0
mix

)
(38)

Now consider:

E(1− α)2Ni(t) ≤ E(1− α)
t
d1(Ni(t) ≥ t/2d) + E1(Ni(t) ≤ t

2d )

≤ (1− α)
t
d + P(N2(t) ≤ t

2d )

≤ (1− α)
t
d + exp

(
− t

18d2τ0
mix

)
In the last step we have used Equation (38). Now,

E
[
(1− α)2Ni(t)

∣∣Xt = ej

]
=

1

P(Xt = ej)
E
[
(1− α)2Ni(t)1(Xt = k)

]
≤ 1

P(Xt = ej)
E
[
(1− α)2Ni(t)

]
= dE

[
(1− α)2Ni(t)

]
≤ d(1− α)

t
d + d exp

(
− t

18d2τ0
mix

)
From this the result of the lemma follows.

D.3 SGD with Data Drop is Unbiased and Minimax Optimal in the Agnostic Setting

Proof of Theorem 8. Let (X̃K , X̃2K , . . . , X̃T ) ∼ π⊗(T/K) and let w̃t be t-th iterate of standard SGD
when applied to (X̃K , X̃2K , . . . , X̃T ).

Define ∆t := wt − w̃t. We will bound E‖∆t‖2 for every t. Clearly, if {(X̃K , X̃2K , . . . , X̃T ) =
(XK , X2K , . . . , XT )}, then ∆t = 0. We call this event C. In the event Cc, we use the coarse bound
given in Lemma 9 to bound ∆t.

We have the following comparison theorem between i.i.d SGD and Markovian SGD-DD. Recall
that,q

ŵ =
2K

T

T/K+1∑
s=T/2K+2

ws, ˆ̃w =
2K

T

T/K+1∑
s=T/2K+2

w̃s .

Using Lemma 4, we have:

L(ŵ)− L(w∗) = (ŵ − w∗)ᵀA(ŵ − w∗) = (ŵ − ˆ̃w + ˆ̃w − w∗)ᵀA(ŵ − ˆ̃w + ˆ̃w − w∗)

= 4( ŵ−
ˆ̃w

2 +
ˆ̃w−w∗

2 )ᵀA( ŵ−
ˆ̃w

2 +
ˆ̃w−w∗

2 ) ≤ 2( ˆ̃w − w∗)ᵀA( ˆ̃w − w∗) + 2(ŵ − ˆ̃w)ᵀA(ŵ − ˆ̃w)

≤ 2( ˆ̃w − w∗)ᵀA( ˆ̃w − w∗) + 2‖ŵ − ˆ̃w‖2 (39)

In the fourth step we have used the fact that A is a PSD matrix and hence z → zᵀAz is a convex
function. In the fifth step we have used the fact that ‖A‖op ≤ 1.

Now, to conclude the statement of the theorem from the equation above, we need to bound
E
[
‖ŵ − ˆ̃w‖2

]
. By an application of Jensen’s inequality, it is clear that:

E
[
‖ŵ − ˆ̃w‖2

]
≤ sup

T
2K+2≤t≤ T

K+1

E
[
‖ws − w̃s‖2

]
.

23



Now, under the event C, ws − w̃s = 0 and under the event Cc, we use the bounds on E
[
‖∆t‖2

∣∣Cc]
given in Lemma 9 to conclude:

E
[
‖ŵ − ˆ̃w‖2

]
≤ sup

T
2K+2≤s≤ T

K+1

E
[
‖ws − w̃s‖2

]
= sup

T
2K+2≤s≤ T

K+1

P(Cc)E
[
‖ws − w̃s‖2

∣∣Cc]
≤
[
4(T/K + 1)T/K‖w1‖2 + 4(T/K)2(T/K + 1)α2υ

]
e−K/τmix . (40)

For T,K ≥ 3, we have T/K + 1 ≤ T and by definition of K, e−K/τmix ≤ 1
TL

. Combining this with
Equations (39) and (40), we have:

E[L(ŵ)]− L(w∗) ≤ 2
[
E[L( ˆ̃w)]− L(w∗)

]
+

8‖w0‖2

TL−2
+

8α2υ

TL−3
.

Lemma 9. Fix a sequence {xK , x2K , . . . , xT } in Ω. Call this vector x. Similarly, we let X and
X̃ respectively denote (XtK)

T/K
t=1 and (X̃tK)

T/K
r=1 where X and X̃ are as defined in the proof of

Theorem 8. Now, the following holds for any α ≤ 1:

1. E
[
‖wt‖2|X = x, X̃ = x̃

]
≤ t‖w1‖2 + t(t− 1)α2υ .

2. E
[
‖w̃t‖2|X = x, X̃ = x̃

]
≤ t‖w1‖2 + t(t− 1)α2υ .

We recall that υ is the uniform bound on E‖xYt(x)‖2 as given in Section 2. Therefore,

E
[
‖∆t‖2|Cc

]
≤ 4t‖w1‖2 + 4t(t− 1)α2υ .

Proof. We will prove the inequality given in item 1. The inequality given in item 2 follows similarly.
Define the matrices Bs = I− αXsKX

ᵀ
sK and Es = XsKysK . Clearly, ws+1 = Bsws + αEs.

Clearly, ‖Bs‖op ≤ 1 almost surely. Therefore, almost surely: ‖ws+1‖ ≤ ‖ws‖+ α‖Es‖ . Summing
the telescoping series from 1 to t − 1, we have almost surely:‖wt‖ ≤ ‖w1‖ +

∑t−1
s=1 α‖Es‖ . By

Jensen’s inequality,

‖wt‖2 ≤ t‖w1‖2 + t

t−1∑
s=1

α2‖Es‖2 .

Lemma items 1 and 2 now follow by taking the necessary conditional expectation on both sides,
using the uniform bound E[‖xyt(x)‖2] ≤ υ for all x ∈ Ω and using t ∈ N as given in Section 2. The
conditional expectation bound follows from the fact that ‖∆t‖2 = ‖wt − w̃t‖2 ≤ 2‖wt‖2 + 2‖w̃t‖2
and using the bounds in items 1 and 2.

D.4 Parallel SGD accelerates Noise Decay in the Independent Noise Setting

For ease of notation, for the rest of the section, we define:

Xl,i := X(l−1)K+i, εl,i := ε(l−1)K+i, Γ
(i)
t,s :=

l=t−1∏
l=s

(I − α
(
Xl,iX

ᵀ
l,i

)
),

where t ≥ s+1. For t = s, we use the convention that this product denotes I . We unroll the recursion
in Algorithm 2 to show:

w
(i)
t = w∗ + Γ

(i)
t,1(w

(i)
1 − w∗) + α

t−1∑
l=1

εl,iΓ
(i)
t,l+1Xl,i = wbias

t,i + wvar
t,i , (41)

where wbias
t,i := Γ

(i)
t,1(w

(i)
1 − w∗) and wvar

t,i = w∗ + α
∑t−1
l=1 εl,iΓ

(i)
t,l+1Xl,i.

We first state elementary results to understand the bias and the variance term of wvar
t,i .

Lemma 10. 1. wvar
t,i is the output of SGD when w(i)

1 = w∗ and Ewvar
t,i = w∗
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2. Every entry of wvar
t,i is uncorrelated with every entry of wbias

s,j for every t, i, s, j.

3. Every entry of wvar
t,i is uncorrelated with every entry of wvar

s,j for every t, s when i 6= j

Proof. 1. This follows from Equation 41 and the fact that εl,i are mean 0 random variables
independent of al,i.

2. This follows from the fact that εt are i.i.d. mean 0 and independent of the Markov chain.

3. The proof is similar to the proof of item 2.

Define

ŵbias :=
2

T

K∑
i=1

T/K∑
t=T/2K+1

wbias
t,i , ŵvar :=

2

T

K∑
i=1

T/K∑
t=T/2K+1

wvar
t,i .

Now, ŵ = ŵbias + ŵvar, where ŵ is the output of the parallel SGD algorithm (Algorithm 2). The
following lemma follows from a simple application of item 2 of Lemma 4 and Lemma 10.

Lemma 11.

E[L(ŵ)] = E (ŵvar − w∗)ᵀA (ŵvar − w∗) + E
[(
ŵbias

)ᵀ
A
(
ŵbias

)]
+ L(w∗)

We will bound the two terms in the above lemma separately. Bound for each of the terms is provided
in Appendix D.4.1 and Appendix D.4.2, respectively.

D.4.1 The Bias Term

In this section we will show that bias decays exponentially in T when K is large enough. Define
sigma algebra Ft,i := σ(εs,i, Xs,i : 1 ≤ s ≤ t)

Lemma 12. Let K > τmixdr log2 T e and Γ
(i)
t,s and other notation be as defined in Section A.2. Then,

1. For every t > s, E
[
Γ

(i)
t,s

∣∣Ft−2,i

]
= (I − αA + Et)Γ

(i)
t−1,s where Et is a random matrix

such that ‖Et‖ ≤ α
T r almost surely.

2. For every random vector X ∈ Ft−2,i such that E‖X‖2 <∞. Let α < 1 and T r > 2κ. we
have:

E||Γ(i)
t,t−1X||2 ≤

(
1− α

2κ

)
E‖X‖2.

Proof. We first observe that Γ
(i)
t,s =

[
I − αXi,t−1X

ᵀ
i,t−1

]
Γ

(i)
t−1,s and Γ

(i)
t−1,s ∈ Ft−2,i. Therefore,

E
[
Γ

(i)
t,s

∣∣Ft−2,i

]
= E

[
I − αXi,t−1X

ᵀ
i,t−1

∣∣Ft−2,i

]
Γ

(i)
t−1,s . (42)

Let PK denote the law of X(t−1)K+i conditioned on Ft−2,i. From equation (1), TV(PK , π) ≤ 1
T r

almost surely. Now,

E
[
I − αXi,t−1X

ᵀ
i,t−1

∣∣Ft−2,i

]
= I − α

∑
x∈Ω

[xxᵀ]PK(x)

= I − α
∑
x∈Ω

[xxᵀ]π(x) + α
∑
x∈Ω

xxᵀ(PK(x)− π(x)) = I − αA+ α
∑
x∈Ω

xxᵀ(PK(x)− π(x))

(43)
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We take Et := α
∑
x∈Ω xx

ᵀ(PK(x)− π(x)). Define the event, A := {x ∈ Ω : PK(x) ≥ π(x)} .
For any arbitrary θ ∈ Rd, we have:

|θᵀEtθ| = α
∣∣∑
x

〈x, θ〉2(PK(x)− π(x))
∣∣

≤ αmax

(∑
x∈A
〈x, θ〉2(PK(x)− π(x)),

∑
x∈Ac

〈x, θ〉2(π(x)− PK(x))

)
≤ α‖θ‖2TV(PK , π) ≤ α

T r
‖θ‖2 a.s. (44)

In the third step above, we have used the fact that ‖x‖ ≤ 1. First part of the Lemma now follows
using Equations (43), (44) with Equation (42).

Next, we consider:

E
[
‖Γ(i)

t,t−1X‖2
]

= E
[
XᵀE

[
I − 2αXt−1,iX

ᵀ
t−1,i + α2‖Xt−1,i‖2Xt−1,iX

ᵀ
t−1,i

∣∣Ft−2,i

]
X
]

≤ E
[
XᵀE

[
I − (2α− α2)Xt−1,iX

ᵀ
t−1,i

∣∣Ft−2,i

]
X
]

(45)

In the second step we have used the fact that ‖Xt−1,i‖ ≤ 1 almost surely. Substituting s = t− 1 and
replacing α by 2α− α2 in item 1 above, we conclude:

E
[
I − (2α− α2)Xt,iX

ᵀ
t,i

∣∣Ft−2,i

]
= I − (2α− α2)A+ Et,

where ‖Et‖ ≤ 2α−α2

T r a.s. Combining the above equation with (45) and using A � 1
κI , we obtain:

E
[
‖Γ(i)

t,t−1X‖2
]
≤ E

[
XᵀE

[
I − (2α− α2)A+ Et

∣∣Ft−2,i

]
X
]

≤
(
1− (2α− α2)( 1

κ −
1
T r )
)
E
[
‖X‖2

]
≤
(
1− α

2κ

)
E
[
‖X‖2

]
(46)

Second part of the Lemma now follows by using the above equation.

Lemma 13. Let the data X1, . . . , XT be generated from an exponentially mixing Markov Chain
MC. Let K > τmixdr log2 T e, α < 1 and T r > 2κ for some r > 0. Then, we have:

E[‖wbias
t,i ‖2] ≤

(
1− α

2κ

)t−1‖w(i)
1 ‖2 (47)

Consequently,

E
(
ŵbias

)ᵀ
A
(
ŵbias

)
≤
(

1− α

2κ

) T
2K 1

K

[
K∑
i=1

‖w(i)
1 − w∗‖2

]
(48)

Proof of Lemma 13. Clearly, wbias
t,i = Γ

(i)
t,t−1

(
wbias
t−1,i

)
. It is clear that wbias

t−1,i ∈ Ft−2,i. Applying
item 2 in Lemma 12, we get: E‖wbias

t,i ‖2 ≤
(
1 − α

2κ

)
E‖wbias

t−1,i‖2 . By induction, we conclude
Equation (47).

Now,
(
ŵbias

)ᵀ
A
(
ŵbias

)
≤ ‖ŵbias‖2 since ‖A‖op ≤ 1. By Jensen’s inequality,

‖ŵbias‖2 ≤ 2

T

K∑
i=1

T/K∑
t=T/2K+1

‖wbias
t,i ‖2.

Lemma now follows by taking expectation on both sides and using Equation (47).

We have therefore bound the bias term of Theorem 9 in Lemma 13.
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D.4.2 The Variance Term

We will now bound the variance term. It is clear that,

(
ŵvar − w∗

)ᵀ
A
(
ŵvar − w∗

)
=

4

T 2

K∑
i,j=1

T/K∑
t,s=T/2K+1

(
wvar
t,i − w∗

)ᵀ
A
(
wvar
s,j − w∗

)

Using the item 3 in Lemma 10, we get:

E
[(
ŵvar − w∗

)ᵀ
A
(
ŵvar − w∗

)]
=

4

T 2

K∑
i=1

T/K∑
t,s=T/2K+1

E
[(
wvar
t,i − w∗

)ᵀ
A
(
wvar
s,i − w∗

)]
(49)

Consider the following term in the RHS of Equation (49)

E
[(
wvar
t,i − w∗

)ᵀ
A
(
wvar
s,i − w∗

)]
= α2

t−1∑
l=1

s−1∑
m=1

E
[
εl,iεm,iX

ᵀ
l,i

(
Γ

(i)
t,l+1

)ᵀ
AΓ

(i)
s,m+1Xm,i

]

= α2σ2

min(t−1,s−1)∑
l=1

E
[
Xᵀ
l,i

(
Γ

(i)
t,l+1

)ᵀ
AΓ

(i)
s,l+1Xl,i

]
, (50)

where the last step holds as εt are i.i.d., mean zero random variables with variance σ2 and are
independent of (Xs)s∈N. For the sake of clarity, we will take i to sum from 1 to K and t, s to sum
from T/2K + 1 to T/K in the equations below without stating this explicitly. Using equations (49)
and (50), we conclude:

E
[(
ŵvar − w∗

)ᵀ
A
(
ŵvar − w∗

)ᵀ]
=

4α2σ2

T 2

∑
i,t,s

min(t−1,s−1)∑
l=1

E
[
Xᵀ
l,i

(
Γ

(i)
t,l+1

)ᵀ
AΓ

(i)
s,l+1Xl,i

]
.

(51)
Now, we bound RHS above using the following lemma:

Lemma 14. Let α < 1, K ≥ τmixdr log2 T e and l ≤ s− 1. Then:

T/K∑
t=s

EXᵀ
l,i

(
Γ

(i)
t,l+1

)ᵀ
AΓ

(i)
s,l+1Xl,i ≤

α

4K2T r−2
+

1

α
E‖Γ(i)

s,l+1Xl,i‖2 (52)

Proof. For t = s, Xᵀ
l,i

(
Γ

(i)
t,l+1

)ᵀ
AΓ

(i)
s,l+1Xl,i = Xᵀ

l,i

(
Γ

(i)
s,l+1

)ᵀ
AΓ

(i)
s,l+1Xl,i. Similarly, for t >

s, we have: Γ
(i)
t,l+1 = Γ

(i)
t,t−1Γ

(i)
t−1,l+1. Clearly, Xl,i,Γ

i
s,l+1 and Γit−1,l+1 are Ft−2,i measurable.

Therefore,

E
[
Xᵀ
l,i

(
Γ
(i)
t,l+1

)ᵀ
AΓ

(i)
s,l+1Xl,i

]
= E

[
Xᵀ
l,i

(
Γ
(i)
t−1,l+1

)ᵀ
E
[
Γ
(i)
t,t−1

∣∣Ft−2,i

]
AΓ

(i)
s,l+1Xl,i

]
= E

[
Xᵀ
l,i

(
Γ
(i)
t−1,l+1

)ᵀ
[I − αA+ Et]AΓ

(i)
s,l+1Xl,i

]
≤ E

[
Xᵀ
l,i

(
Γ
(i)
t−1,l+1

)ᵀ
[I − αA]AΓ

(i)
s,l+1Xl,i

]
+

α

T r
,

(53)

where the second step follows using Lemma 12. The third step follows as ‖Et‖ ≤ α
T r almost surely

and the fact that ‖A‖op, ‖Xl,i‖, ‖Γ(i)
a,b‖ ≤ 1. Continuing in a similar way as Equation (53), we have:

E
[
Xᵀ
l,i

(
Γ

(i)
t,l+1

)ᵀ
AΓ

(i)
s,l+1Xl,i

]
≤ E

[
Xᵀ
l,i

(
Γ

(i)
s,l+1

)ᵀ
[I − αA]

t−s
AΓ

(i)
s,l+1Xl,i

]
+
α(t− s)
T r

.

(54)
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Now, (I − αA)t−s is a PSD matrix and it commutes with A. Therefore, from Equation (54), it
follows that:

T/K−1∑
t=s

E
[
Xᵀ
l,i

(
Γ

(i)
t,l+1

)ᵀ
AΓ

(i)
s,l+1Xl,i

]

≤
T/K−1∑
t=s

[
EXᵀ

l,i

(
Γ

(i)
s,l+1

)ᵀ
[I − αA]

t−s
AΓ

(i)
s,l+1Xl,i +

α(t− s)
T r

]

≤ E

[
Xᵀ
l,i

(
Γ

(i)
s,l+1

)ᵀ [ ∞∑
t=s

(I − αA)t−s

]
AΓ

(i)
s,l+1Xl,i

]
+

αT 2

4K2T r

=
1

α
EXᵀ

l,i

(
Γ

(i)
s,l+1

)ᵀ
Γ

(i)
s,l+1Xl,i +

α

4K2T r−2
(55)

In the third step we have used the fact that
∑∞
i=0(I − αA)i = A−1

α . Equation (55) establishes the
result of the Lemma.

Consider the following operator on S(d) - the space of d× d symmetric matrices:

Λ(M) = Ex∼πE(I − αxxᵀ)M(I − αxxᵀ) .

Now, a (linear)PSD map is a linear operator over S(d) which maps PSD matrices to PSD matrices.
We list some important properties of Λ below.
Lemma 15. 1. Λ is a PSD map.

2. If A,B ∈ S(d) such that B � A then Λ(B) � Λ(A).

3. Let M be a PSD operator. Then ‖Λ(M)‖2 ≤ ‖M‖2 and in particular Λ(I) � I .

Proof. 1. The proof follows from the definition of PSD matrices and PSD maps.

2. A−B � 0. By item 1, Λ(A−B) � 0. Therefore, by linearity of Λ, Λ(A) � Λ(B).

3. This follows easily from the definition of Λ and submultiplicativity of operator norm and
the fact that ‖ax‖ ≤ 1 almost surely.

Lemma 16. Let α < 1, l ≤ s− 1 and K > τmixdr log2 T e. Then:
T/K∑
s=l+1

E‖Γ(i)
s,l+1Xl,i‖2 ≤

d
(
4α+ 2α2

)
K2T r−2

+
∑
s≥l+1

Tr(Λs−l−1(A)).

Here Λ0 is understood to be the identity operator.

Proof. Consider

‖Γ(i)
s,l+1Xl,i‖2 = Tr

[
Γ

(i)
s,l+1Xl,iX

ᵀ
l,i

(
Γ

(i)
s,l+1

)ᵀ]
(56)

When s = l + 1, it is clear that Γ
(i)
s,l+1 = I and E‖Γ(i)

s,l+1Xl,i‖2 = ETr(Xl,iX
ᵀ
l,i) = Tr(A).

When s > l + 1, Γ
(i)
s,l+1 = Γ

(i)
s,s−1Γ

(i)
s−1,l+1. For the sake of clarity, we will denote As,l,i :=

Γ
(i)
s−1,l+1Xl,iX

ᵀ
l,i

(
Γ

(i)
s−1,l+1

)ᵀ
. Since Γ

(i)
s−1,l+1, Xl,i ∈ Fs−2,i, we have:

E
[
Γ

(i)
s,s−1As,l,i

(
Γ

(i)
s,s−1

)ᵀ∣∣Fs−2,i

]
= E

[(
I − αXi,s−1X

ᵀ
i,s−1

)
As,l,i

(
I − αXi,s−1X

ᵀ
i,s−1

)∣∣Fs−2,i

]
.

Let PK be the distribution of X(s−1)K+i given Fs−2,i. From Equation (1), we have: TV(PK , π) ≤
1
T r . Now, using similar arguments as in the proof of Lemma 12 and using the fact that As,l,i is Fs−2,i

measurable, we show that:

E
[
Γ

(i)
s,s−1As,l,i

(
Γ

(i)
s,s−1

)ᵀ∣∣Fs−2,i

]
� Λ(As,l,i) +

4α+ 2α2

T r
I.
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Taking expectation on both sides, we get:

E
[
Γ

(i)
s,s−1As,l,i

(
Γ

(i)
s,s−1

)ᵀ]
� EΛ(As,l,i) +

4α+ 2α2

T r
I = Λ(EAs,l,i) +

4α+ 2α2

T r
I, (57)

where in the last step we have used the linearity of the operator Λ.

We now use induction and results in Lemma 15, to prove:

E
[
Tr
(

Γ
(i)
s,l+1Xl,iX

ᵀ
l,i

(
Γ

(i)
s,l+1

)ᵀ)]
� Λs−l−1(A) + (4α+ 2α2)(s− l − 1)

I

T r
,

where A = E [Xᵀ
l Xl].

The statement is clearly true when s = l + 1. If the result is true for s = s0 − 1, by Equation (57)
and the definition of As,l,i, we have:

E
[
Tr
(

Γ
(i)
s0,l+1Xl,iX

ᵀ
l,i

(
Γ

(i)
s0,l+1

)ᵀ)]
� Λ

[
EΓ

(i)
s0−1,l+1Xl,iX

ᵀ
l,i

(
Γ

(i)
s0−1,l+1

)ᵀ]
+ (4α+ 2α2)

I

T r

� Λ

[
Λs0−l−2(A) + (s0 − l − 2)(4α+ 2α2)

I

T r

]
+ (4α+ 2α2)

I

T r

� Λs0−l−1(A) + (s0 − l − 1)(4α+ 2α2)
I

T r
,

where in the first step we have used Equation (57). In the second step we have use item 2 of Lemma 15
and the induction hypothesis for s = s0 − 1. In the third step we have used linearity of Λ and item 3
of Lemma 15 . We use the equation above along with Equation (56) to conclude the result.

We will use some results proved in [18] - there we take the batch size b = 1 and consider the
homoscedastic (independent) noise case. Consider Lemmas 13,14 and 15 in [18]. We have the
following correspondences between terms in our work and [18]

1. The step size α in this work corresponds to γ.

2. The operator I−Λ
α : S(d)→ S(d) here corresponds to the operator Tb.

3. The matrix σ2A here corresponds Σ.

4. The matrix A here corresponds to H .

Under the step size condition becomes α < 1
2 ,

∑
s≥l+1

Tr(Λs−l−1(A)) = Tr
(
(I − Λ)−1A

)
=

1

α
Tr(T −1

b A) ≤ 2

α
Tr(I) =

2d

α
. (58)

The first step follows from the proof of Lemma 13 in [18], the second step follows from Lemma 15
item 4 in [18].
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We will combine the inequalities proved above to obtain bounds for the RHS of Equation (51). When
α < 1

2 and K > τmixdr log2 T e, we have:

E
(
ŵvar − w∗

)ᵀ
A
(
ŵvar − w∗

)ᵀ
=

4α2σ2

T 2

∑
i,t,s

min(t−1,s−1)∑
l=1

EXᵀ
l,i

(
Γ

(i)
t,l+1

)ᵀ
AΓ

(i)
s,l+1Xl,i

≤ 8α2σ2

T 2

∑
i,s

T/K−1∑
t=s

s−1∑
l=1

EXᵀ
l,i

(
Γ

(i)
t,l+1

)ᵀ
AΓ

(i)
s,l+1Xl,i

≤ 8α2σ2

T 2

∑
i,s

s−1∑
l=1

[
α

4K2T r−2
+

1

α
E‖Γ(i)

s,l+1Xl,i‖2
]

≤ 2α3σ2

K3T r−2
+

8ασ2

T 2

∑
i,s

s−1∑
l=1

[
E‖Γ(i)

s,l+1Xl,i‖2
]

=
2α3σ2

K3T r−2
+

8ασ2

T 2

∑
i

T/K−1∑
l=1

T/K∑
s=l+1

[
E‖Γ(i)

s,l+1al,i‖
2
]

≤ 2α3σ2

K3T r−2
+
d(32α2 + 16α3)σ2

K2T r−1
+

8ασ2

T 2

∑
i

T/K−1∑
l=1

∞∑
s=l+1

Tr(Λs−l−1(A))

≤ 2α3σ2

K3T r−2
+
d(32α2 + 16α3)σ2

K2T r−1
+

16dσ2

T
. (59)

In the third step we have used Lemma 14. In the sixth step we have used Lemma 16. In the seventh
step we have used Equation (58).

The above equation bounds the variance term. Theorem 9 now follows by combining the bias and
variance bounds given above.

E Experience Replay Accelerates Bias Decay for Gaussian Autoregressive
(AR) Dynamics

E.1 Problem Setting

Suppose our sample vectorsX ∈ Rd are generated from a Markov chain with the following dynamics:

X1 = G1

X2 =
√

1− ε2X1 + εG2

· · ·

Xt+1 =
√

1− ε2Xt + εGt+1

where ε is fixed and known, and each Gj is independently sampled from 1√
d
N (0, I).

Each observation Yi = XT
i w
∗ + ξi, where ξi are independently drawn random variables with mean 0

and variance σ2.

We use SGD to find w that minimizes the loss

L(w) = E[(XTw − Y )2]− E[(XTw∗ − Y )2]

for some X ∼ N (0, 1√
d
Id).

We first establish standard properties of the vectors Xi.

Lemma 17. With probability 1− β, 1− c√
d

log( 1
β ) ≤ ‖Xj‖22 ≤ 1 + c√

d
log( 1

β ), for some constant
c.
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Proof. Note that for each Xj , each component k ∈ [1, d], is independently normally distributed

with mean 0 and variance 1
d . Then writing ‖Xj‖2 =

d∑
k=1

X2
jk and using Bernstein’s inequality for

sub-exponential random variables , we will get the desired result.

Lemma 18. With probability 1 − β, − c√
d

log( 1
β ) ≤ XT

i Gj ≤ c√
d

log( 1
β ), for some constant c,

where X , and Gj are defined as before, ie Gj ∼ 1√
d
N (0, I) and j > i (so that Gj is independent of

Xi).

Proof. Note that Xi ∼ N (0, σ2I), where σ2 = 1
d . Then, for any fixed X1, it follows that XT

i Gj =
d∑̀
=1

Xi`Gj`, where each random variable in the summation is independent. Since Gj ∼ N (0, 1
dI),

the result follows by Bernstein’s inequality for sub-exponential random variables.

Lemma 19. The mixing time of the Gaussian AR chain is Θ
(

1
ε2 log(d)

)
.

Proof. The stationary distribution of the Gaussian AR chain is π = N (0, 1
dI). Given X0, we

compareKL(P t(X0), π). The standard formula for the KL divergence of two multivariate Gaussians
N (µ1,Σ1) and N (µ2,Σ2) is:

KL(G1, G2) =
1

2

[
log
|Σ2|
|Σ1|

− d+ Tr
(
Σ−1

2 Σ1

)
+ (µ2 − µ1)TΣ−1

2 (µ2 − µ1)

]

Note thatXt = (1−ε2)
t
2X0+ε

t−1∑
j=0

(1−ε2)
j
2Gj . Therefore, P t(X0) ∼ N ((1−ε2)

t
2X0,

1−(1−ε2)t

d I)

For the KL divergence to be ≤ δ where δ is a fixed constant, we need:

1

2

logC − d+ d2 1− (1− ε2)t

d
+ d · (1− ε2)t

1 +

√
log( 1

β )

d

 ≤ δ
where C is an appropriate constant. Eventually, we will get that we need (1− ε2)t ≤ c√

d
, for some

constant c. A direct application of Pinsker’s inequality shows that τmix = Θ
(

1
ε2 log(d)

)
.

Suppose we have a continuous stream of samples X1, X2, . . . XT from the Markov Chain. We split
the T samples into T

S separate buffers of size S in a sequential manner, ie X1, . . . XS belong to the
first buffer. Let S = B + u, where B is orders of magnitude larger than u. From within each buffer,
we drop the first u samples. Then starting from the first buffer, we perform B steps of SGD, where for
each iteration, we sample uniformly at random from within the [u,B + u]samples in the first buffer.
Then perform the next B steps of SGD by uniformly drawing samples from within the [u,B + u]
samples in the second buffer. We will choose u so that the buffers are are approximately i.i.d..

We run SGD this way for the first T
2S buffers to ensure that the bias of each iterate is small. Then

for the last T
2S buffers, we perform SGD in the same way, but we tail average over the last iterate

produced using each buffer to give our final estimate w. We formally write Algorithm 4.

Theorem 10 (SGD with Experience Replay for Gaussian AR Chain). For any ε ≤ 0.21, if B ≥ 1
ε7

and d = Ω(B4 log( 1
β )), with probability at least 1− β, Algorithm 4 returns w such that E[L(w)] ≤

O
(

exp
(
−T log(d)
κ
√
τmix

)
‖w0 − w∗‖2

)
+ Õ

(
σ2d
√
τmix

T

)
+ L(w∗). Recall that κ = d

Proof. E[L(w)] = E(L(wbias)) + E(L(wvar)) + L(w∗). We analyze E(L(wbias)) in Theorem 11
and analyze E(L(wbias)) in Theorem 12.
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E.2 Bias Decay with Experience Replay

Standard analysis of SGD says that for bias decay, wbias
t+1 −w∗ = (I − ηX̂tX̂

T
t )(wbias

t −w∗), where
(X̂t, ŷt) is the sample used in the t-th iteration of SGD.
Theorem 11 (Bias Decay for SGD with Experience Replay for Gaussian AR Chain). For any
ε ≤ 0.21, if B ≥ 1

ε7 and d = Ω(B4 log( 1
β )), with probability at least 1− β, Algorithm 4 produces w

such that E[L(wbias)] ≤ O
(

exp
(
−T log(d)
κ
√
τmix

)
‖w0 − w∗‖2

)
.

Proof of Theorem 11. We first write Tr
(
E
[
(wBT

S
− w∗)(wBT

S
− w∗)T

])
as:

Tr
(
E
[(
I − ηX̂BT

S
X̂T

BT
S

)
. . .
(
I − ηX̂1X̂

T
1

)
(w0 − w∗)(w0 − w∗)T

(
I − ηX̂1X̂

T
1

)
. . .
(
I − ηX̂BT

S
X̂T

BT
S

)])
Since we assume (w0 − w∗)T to be independent standard Gaussian, we are mostly interested in:

Tr
(
E
[(
I − ηX̂1X̂

T
1

)
. . .
(
I − ηX̂BT

S
X̂T

BT
S

)(
I − ηX̂BT

S
X̂T

BT
S

)
. . .
(
I − ηX̂1X̂

T
1

)])
This can be written as:

Tr
(
E
[
E
[(
I − ηX̂1X̂

T
1

)
. . .
(
I − ηX̂BT

S
X̂T

BT
S

)(
I − ηX̂BT

S
X̂T

BT
S

)
. . .
(
I − ηX̂1X̂

T
1

)
|X1, . . . X (B−1)T

S

]])
The quantity of interest is therefore,

E
[(
I − ηX̂ (B−1)T

S +1
X̂T

(B−1)T
S +1

)
. . .
(
I − ηX̂BT

S
X̂T

BT
S

)(
I − ηX̂BT

S
X̂T

BT
S

)
. . .

(
I − ηX̂ (B−1)T

S
X̂T

(B−1)T
S

)
|X1, . . . X (B−1)T

S

]
,

which Lemma 21 says is �
(
1− 1

8 ·
εB

40dπ

)
I . Therefore, if N is the number of buffers, it follows that

the loss decays at a rate of exp
(−NBε

κ

)
‖w0 − w∗‖2, and since T = NB, we conclude that the rate

is exp
(
−T log(d)
κ
√
τmix

)
‖w0 − w∗‖2.

We first solve the issue that the buffers are approximately iid by establishing a relationship between
the contraction rate of the sampled vectors with the contraction rate of vectors sampled from buffers
that are iid. The proof compares two parallel processes, one where the samples of the buffer follow
Gaussian AR dynamics from an initial X0, where this initial X0 is the Sj-th sample from the Markov
Chain for some buffer index j, and another process which follows Gaussian AR dynamics from an
initial X̃0 generated independently from 1√

d
N (0, I). We show that the expected contraction of the

first processes can be bounded by the expected contraction of the second process plus a constant.

Lemma 20. Suppose that X̂1, . . . X̂j are vectors sampled from arbitrary buffers (ie, they are of

the form Xu+s =
(
1− ε2

)(u+s)/2
X0 + ε

∑u+s
t=1

(
1− ε2

)(t−(u+s))/2
Gt, for X0 which is the first

vector in the buffer). Sample a new random X̃0 independently from 1√
d
N (0, I) and denote X̃u+s :=(

1− ε2
)(u+s)/2

X̃0 + ε
∑u+s
t=1

(
1− ε2

)(t−(u+s))/2
Gt. Then we have:

E
[(
I − ηX̂1X̂

T
1

)
. . .
(
I − ηX̂jX̂

T
j

)]
� E

[(
I − η ˆ̃X1

ˆ̃XT
1

)
. . .
(
I − η ˆ̃Xj

ˆ̃XT
j

)]
+c·j2(1−ε2)

u
2 ,

where c is a constant, and ˆ̃X1 denotes the same sample index as that of X̂1, except that the initial
vector was sampled independently from 1√

d
N (0, I).

Proof. We see that in general Xu+s− X̃u+s =
(
1− ε2

)(u+s)/2
(
X0 − X̃0

)
. With probability more

than 1 − β, we have
∥∥∥X0 − X̃0

∥∥∥ ≤ √2 +

√
log 1

δ

d and so
∥∥∥Xu+s − X̃u+s

∥∥∥ ≤ (1− ε2)(u+s)/2 ·(√
2 +

√
log 1

δ

d

)
≤
(
1− ε2

)u/2 · (√2 +

√
log 1

δ

d

)
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Therefore,

E
[(
I − ηX̂1X̂

T
1

)
. . .
(
I − ηX̂jX̂

T
j

)]
= E

[(
I − ηX̂1X̂

T
1 + η ˆ̃X1

ˆ̃XT
1 − η

ˆ̃X1
ˆ̃XT

1

)
. . .
(
I − ηX̂jX̂

T
j + η ˆ̃Xj

ˆ̃XT
j − η

ˆ̃Xj
ˆ̃XT
j

)]
� E

[(
I − η ˆ̃X1

ˆ̃XT
1

)
. . .
(
I − η ˆ̃Xj

ˆ̃XT
j

)]
+

j∑
s=1

(
j

s

)4
(
1− ε2

)u/2 ·
√2 +

√
log 1

δ

d

s

· I

� E
[(
I − η ˆ̃X1

ˆ̃XT
1

)
. . .
(
I − η ˆ̃Xj

ˆ̃XT
j

)]
+ j · j

max
s=1

(40j ·
(
1− ε2

)u/2
)s · I

Therefore, for sufficiently large u, the lemma is proved.

Lemma 21 establishes the per buffer contraction rate, using 20. The rest of the proofs in this section is
devoted to establishing the contraction of the process where the vectors are sampled from iid buffers.

Lemma 21. LetX0 be the first vector in the buffer. If u > 2
ε2 log 300000πdB

ε , and ‖X0‖ ≤ 1+

√
log 1

δ

d ,
then

E
[(
I − ηX̂u+BX̂

T
u+B

)
. . .
(
I − ηX̂u+1X̂

T
u+1

)(
I − ηX̂u+1X̂

T
u+1

)
. . .
(
I − ηX̂u+BX̂

T
u+B

)
|X0

]
�
(

1− 1

8
· εB

40dπ

)
I.

Proof.

E
[(
I − ηX̂u+BX̂

T
u+B

)
. . .
(
I − ηX̂u+1X̂

T
u+1

)(
I − ηX̂u+1X̂

T
u+1

)
. . .
(
I − ηX̂u+BX̂

T
u+B

)
|X0

]
� E

[(
I − η ˆ̃Xu+B

ˆ̃XT
u+B

)
. . .
(
I − η ˆ̃Xu+1

ˆ̃XT
u+1

)(
I − η ˆ̃Xu+1

ˆ̃XT
u+1

)
. . .
(
I − η ˆ̃Xu+B

ˆ̃XT
u+B

)
|X0

]
+

2B∑
s=1

(
2B

s

)4
(
1− ε2

)u/2 ·
√2 +

√
log 1

δ

d

s

· I

= E
[(
I − η ˆ̃Xu+B

ˆ̃XT
u+B

)
. . .
(
I − η ˆ̃Xu+1

ˆ̃XT
u+1

)(
I − η ˆ̃Xu+1

ˆ̃XT
u+1

)
. . .
(
I − η ˆ̃Xu+B

ˆ̃XT
u+B

)]
+

 2B∑
s=1

(
2B

s

)4
(
1− ε2

)u/2 ·
√2 +

√
log 1

δ

d

s · I ( since ˆ̃Xu+s are all independent of X0

)
�
(

1− 1

4
· εB

40dπ

)
I + 2B · 2B

max
s=1

(40B ·
(
1− ε2

)u/2
)s · I ( from Lemma 22 )

�
(

1− 1

4
· εB

40dπ

)
I + 80B2 ·

(
1− ε2

)u/2 · I
�
(

1− 1

4
· εB

40dπ

)
I +

1

8
· εB

40dπ
· I ( from hypothesis on u)

=

(
1− 1

8
· εB

40dπ

)
I.

This finishes the proof.

We now define H as 1
B

S∑
j=u

X̃jX̃
T
j , where X̃u, X̃u+1, . . . X̃S are the vectors that we are sampling

from in the parallel process (where X̃0 is sampled i.i.d. from N (0, 1
d )). For the sake of convenience,

for the rest of this section we also say X̂i is the sampled vector at the i-th iteration, where the samples
are taken from the set of X̃s coming from the parallel process.
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Lemma 22. Suppose εB
40π of the eigenvalues of H are larger than or equal to 1

B . Then

E
[
(wB − w∗)(wB − w∗)T

]
�
[

3

4
· εB

40dπ
+

(
1− εB

40dπ

)]
I

Proof. After iterating through 1 buffer, we have:

E
[
(wB − w∗)(wB − w∗)T

]
E
[
E
[(
I − ηX̂BX̂

T
B

)
. . .
(
I − ηX̂1X̂

T
1

)(
I − ηX̂1X̂

T
1

)
. . .
(
I − ηX̂BX̂

T
B

)
|X̃1, . . . X̃B

]]
Suppose that by Lemma 17, we have that each ‖Xj‖22 ≤ 2 with high probability. Then when η = 1

2 ,

E
[(
I − ηX̂1X̂

T
1

)(
I − ηX̂1X̂

T
1

)]
� I − ηH in the PSD sense.

So now we can write:

E
[(
I − ηX̂BX̂

T
B

)
. . .
(
I − ηX̂1X̂

T
1

)(
I − ηX̂1X̂

T
1

)
. . .
(
I − ηX̂BX̂

T
B

)
|X̃1, . . . X̃B

]
� E

[(
I − ηX̂BX̂

T
B

)
. . .
(
I − ηX̂2X̂

T
2

)
(I − ηH)

(
I − ηX̂2X̂

T
2

)
. . .
(
I − ηX̂BX̂

T
B

)
|X̃1, . . . X̃B

]
= E

[ B∏
i=2

(
I − ηX̂iX̂

T
i

)][ B∏
i=2

(
I − ηX̂iX̂

T
i

)]T
|X̃1, . . . X̃B


− ηE

[ B∏
i=2

(
I − ηX̂iX̂

T
i

)]
H

[
B∏
i=2

(
I − ηX̂iX̂

T
i

)]T
|X̃1, . . . X̃B


� E

[ B∏
i=2

(
I − ηX̂iX̂

T
i

)][ B∏
i=2

(
I − ηX̂iX̂

T
i

)]T
|X̃1, . . . X̃B


− ηE

[ B∏
i=3

(
I − ηX̂iX̂

T
i

)]
(I − ηH)H (I − ηH)

[
B∏
i=3

(
I − ηX̂iX̂

T
i

)]T
|X̃1, . . . X̃B



where the last inequality comes from the fact that
E
[(
I − ηX̂iX̂

T
i

)
S
(
I − ηX̂iX̂

T
i

)
|X̃1, . . . X̃B

]
� (I − ηH)S (I − ηH) for S � 0.

Recursing on this inequality gives us that

E
[(
I − ηX̂BX̂

T
B

)
. . .
(
I − ηX̂1X̂

T
1

)(
I − ηX̂1X̂

T
1

)
. . .
(
I − ηX̂BX̂

T
B

)
|X̃1, . . . X̃B

]
� E

[
I − η

n−1∑
k=0

(I − ηH)
k
H (I − ηH)

k |X̃1, . . . X̃B

]

Suppose that λ is an eigenvalue of H . Then using the formulas for geometric series, it follows that
1−ηλ
2−ηλ + (1−ησ)2B

2−ηλ is an eigenvalue of I − η
n−1∑
k=0

(I − ηH)
k
H (I − ηH)

k.

Suppose that εB
40π of the eigenvalues of H are larger than or equal to 1

B . For those eigenvalues
1−ηλ
2−ηλ + (1−ησ)2B

2−ηλ ≤ 1
2 + (1− ηλ)

2B ≤ 1
2 + (1− 1

2B )2B ≤ 3
4 , where we use η = 1

2 without loss of

generality, and the fact that
(
1− 1

2B

)2B ≤ 1
4 .
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Therefore,

E
[
E
[(
I − ηX̂BX̂

T
B

)
. . .
(
I − ηX̂1X̂

T
1

)(
I − ηX̂1X̂

T
1

)
. . .
(
I − ηX̂BX̂

T
B

)
|X̃1, . . . X̃B

]]
�
[

3

4
· εB

40dπ
+

(
1− εB

40dπ

)]
I

Lemma 23. εB
40π of the eigenvalues of H are larger than or equal to 1

B when d ≥ B4C log( 1
β ) for

some constant C, ε < 0.21 and B = 1
ε7 .

Proof. H = 1
B

B∑
j=1

XjX
T
j = 1

BXX
T , where the j-th column of X is Xj . The non-zero eigenval-

ues of H are equivalent to the non-zero eigenvalues of the gram matrix M = 1
BX

TX . We can
characterize each entry of M . For j ≥ i,

XT
j Xi =

(
(1− ε2)

j−i
2 Xi + ε

j∑
k=i+1

(1− ε2)
j−k
2 Gk

)T
Xi

= (1− ε2)
j−i
2 ‖Xi‖2 + ε

j∑
k=i+1

(1− ε2)
j−k
2 GTkXi

Define Toeplitz matrixZ with the following Toeplitz structure, Zij = 1
B (1−ε2)

|i−j|
2 for 1 ≤ i, j ≤ B.

Then we can write M = Z +E. Lemma 24 establishes that εB
40π of the eigenvalues of Z are larger

than or equal to 2
B . By Weyl’s inequality, the corresponding eigenvalues in M can be perturbed by

at most ‖E‖F , which we bound below to be within 1
B . Therefore εB

40π of the eigenvalues of H are
larger than or equal to 1

B .

We conclude the proof with the analysis of the Frobenius norm of E.

Note that ε
j∑

k=i+1

(1− ε2)
j−k
2 Gk ∼ N (0, σ2), where σ2 ≤ 1

d .

By Lemmas 17 and 18, we have that for j ≥ i,

|E[i][j]| ≤ c√
d

log

(
1

β

)(
(1− ε2)

j−i
2 + 1

)
=

2c√
d

log

(
1

β

)

So then the Frobenius norm of E, ‖E‖F ≤
√
B2 · cd log

(
1
β

)
≤ B · c√

d
log
(

1
β

)
for some constant

c. Therefore, d ≥ B4C suffices for ‖E‖F ≤ 1
B , where C is some constant.

Lemma 24. εB
40π of the eigenvalues of Z are larger than or equal to 2

B when ε < 0.21 and B = 1
ε7 .

Proof. To study the eigenvalues of Z, we first study the eigenvalues of the circulant matrix C, where
the first row of C has the following entries:

If B is even: C[1][j] = Z[1][j] if 1 ≤ j ≤ B
2 , C[1][B2 + 1] = 0, and C[1][B2 + j] = Z[1][B2 − j+ 2]

for 2 ≤ j ≤ B
2

IfB is odd: C[1][j] = Z[1][j] if 1 ≤ j ≤ B+1
2 ,C[1][B+1

2 +j] = Z[1][B+1
2 −j+1] for 1 ≤ j ≤ B−1

2 .

The circulent matrices have the following eigenstructure. For simplicity, let cj = C[1][j]. Then
λj = c1 + c2wj + c3w

2
j + . . . cBw

B−1
j , where wj is the j-th root of unity.
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We first claim that the eigenvalues of the circulent matrix closely approximate the eigenvalues of the
Topelitz matrix for sufficiently high B.

We first write Z = C + P , where P is a perturbation matrix. Let λ1(C) ≥ · · · ≥ λB(C) be the
eigenvalues of C in descending order. We establish in Lemma 25 that λ εB

20π
(C) ≥ 9

B . Moreover,
in Lemma 26 we analyze P and establish that λB+1− εB

40π
(P ) ≥ −7

B . Therefore, by the generalized
Weyl’s theorem, then it follows that λ1(M) . . . λ εB

40π
(M) ≥ 2

B .

Lemma 25. For ε < 0.21, at least εB
20π of the eigenvalues of C are greater than or equal to 9

B .

Proof. We first characterize all the eigenvalues λj of C, and then we show that for odd j, j ≤ εB
10π ,

λj ≥ 9
B when ε < 0.21. We now characterize λj . Using the formula for the eigenvalues of a circulent

matrix, it follows that λj = c1 + c2wj + c3w
2
j + . . . cBw

B−1
j , where wj is the j-th root of unity,

ie wj = cos
(

2πj
B

)
+ i sin

(
2πj
B

)
. For simplicity and without loss of generality, suppose B is odd,

so that B−1
2 is an integer. Using the symmetry of our circulent matrix as well as the symmetry of

powers of the roots of unity, we have that:

λj =
1

B

1 +

B−1
2∑

k=1

(1− ε2)
k
2wkj +

B−1∑
`=B−1

2 +1

(1− ε2)
B−`

2 w`j


Note that the (1− ε2) coefficients in the two different summations are equal when ` = B − k. Then
we can rewrite as:

λj =
1

B

1 +

B−1
2∑

k=1

(1− ε2)
k
2 (wkj + wB−kj )


We can further write

wkj + wB−k
j = cos

(
2πj · k
B

)
+ i sin

(
2πj · k
B

)
+ cos

(
2πj(B − k)

B

)
+ i sin

(
2πj(B − k)

B

)
= cos

(
2πj · k
B

)
+ i sin

(
2πj · k
B

)
+ cos

(
2πj(B)

B
− 2πjk

B

)
+ i sin

(
2πj(B)

B
− 2πjk

B

)
= 2 cos

(
2πj · k
B

)
Therefore, we have:

λj =
2

B


B−1

2∑
k=0

(1 − ε
2
)
k
2 cos

(
2πk · j
B

)−
1

B

=
2

B
Re


B−1

2∑
k=0

(1 − ε
2
)
k
2 w

k
j

−
1

B

=
2

B
Re

 1 −
(√

1 − ε2
)B+1

2 w
B+1

2
j

1 −
√

1 − ε2wj

−
1

B

=
2

B
Re


(
1 −

√
1 − ε2

B+1
2 (cos(πj + πj

B
) + i sin(πj + πj

B
))

)(
1 −

√
1 − ε2 cos( 2πj

B
) + i

√
1 − ε2 sin( 2πj

B
)
)

2 − ε2 − 2
√

1 − ε2 cos
(

2πj
B

)
−

1

B

=
2

B


(
1 −

√
1 − ε2

B+1
2 cos(πj + πj

B
)

)(
1 −

√
1 − ε2 cos( 2πj

B
)
)
+
√

1 − ε2
B+1

2
+1

sin( 2πj
B

) sin(πj + πj
B

)

2 − ε2 − 2
√

1 − ε2 cos
(

2πj
B

)
−

1

B

When j is odd, then for sufficiently small j and sufficiently large B, we can say that:
(

1−
√

1− ε2
B+1

2 cos(πj + πj
B

)

)(
1−
√

1− ε2 cos( 2πj
B

)
)

+
√

1− ε2
B+1

2
+1

sin( 2πj
B

) sin(πj + πj
B

)

2− ε2 − 2
√

1− ε2 cos
(
2πj
B

)
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≥ 1

2

(
1−
√

1− ε2 cos
(
2πj
B

))
2− ε2 − 2

√
1− ε2 cos

(
2πj
B

) ≥ 1

2

(
1−
√

1− ε2
)

2− ε2 − 2
√

1− ε2 cos
(
2πj
B

) ≥ 1

2

(
1−
√

1− ε2
)

2− ε2 − 2
√

1− ε2 cos
(
ε
5

)
Standard computation shows that the last term is ≥ 5 when ε < 0.21 so that λj ≥ 9

B .

Lemma 26. Let λ1(P ) ≥ . . . ≥ λB(P ) be the eigenvalues of P in descending order. Suppose that
ε < 0.21 and B = 1

ε7 . Then λB+1− εB
40π
≥ − 7

B .

Proof. P can be shown to have the following block form:

For even B,

P =

(
0 A
AT 0

)
where A is an B

2 square upper triangular matrix with 1
B

(
1− ε2

)B
4 along the diagonal.

For odd B,

P =

 0 A
0 0
AT 0


where A is an B−1

2 square upper triangular matrix with 1
B

[
(1− ε2)

B+1
4 − (1− ε2)

B−1
4

]
along the

diagonal. The eigenvalues of P come in positive-negative pairs, so that λ2
B+1− εB

40π

= λ2
εB
40π

. Notice

that
B∑
i=1

λ2
i = ‖P‖2F , where ‖ · ‖2F denotes the Frobenius norm. We will bound λ2

εB
40π

using the

Frobenius norm. Suppose for loss of generality that B is odd. Then it follows that the Frobenius
norm, ‖P‖2F = 2 · ‖A‖2F . So we can focus on ‖A‖2F . Note that in this case, the circulent matrix C

has entries C[1][B+1
2 + j] = Z[1][B+1

2 − j + 1] = 1
B (1− ε2)

B+1
2
−j

2 for 1 ≤ j ≤ B−1
2 , whereas the

original Toeplitz matrix has entries Z[1][B+1
2 + j] = 1

B (1− ε2)
B+1

2
+j−1

2 .

‖A‖2F =

B−1
2∑
`=1

∑̀
j=1

1

B2

(
(1− ε2)

B+1
2

+j−1

2 − (1− ε2)
B+1

2
−j

2

)2

=
1

B2
(1− ε2)

B+1
2

B−1
2∑
`=1

∑̀
j=1

(
(1− ε2)

j−1
2 − (1− ε2)

−j
2

)2

=
1

B2
(1− ε2)

B+1
2

B−1
2∑
`=1

∑̀
j=1

(
(1− ε2)j−1 − 2(1− ε2)

−1
2 + (1− ε2)−j

)

=
1

B2
(1− ε2)

B+1
2

B−1
2∑
`=1

∑̀
j=1

−2(1− ε2)
−1
2 +

1

B2
(1− ε2)

B+1
2

B−1
2∑
`=1

∑̀
j=1

(
(1− ε2)j−1 + (1− ε2)−j

)

≤ 1

B2
(1− ε2)

B+1
2

B−1
2∑
`=1

∑̀
j=1

(
(1− ε2)j−1 + (1− ε2)−j

)
(60)

Notice that ∑̀
j=1

(1− ε2)j−1 =
1− (1− ε2)`

1− (1− ε2)
=

1− (1− ε2)`

ε2
,
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∑̀
j=1

(1− ε2)−j =
1

1− ε2
+

(
1

1− ε2

)2

+ . . .

(
1

1− ε2

)`

=
1

1− ε2

(
1 + . . .

(
1

1− ε2

)`−1
)

=
1

1− ε2

1−
(

1
1−ε2

)`
1− 1

1−ε2


=

1

ε2

((
1

1− ε2

)`
− 1

)

Therefore, following line 60, we have:

‖A‖2F ≤
1

B2
(1− ε2)

B+1
2 · 1

ε2

B−1
2∑
`=1

((
1

1− ε2

)`
− (1− ε2)`

)
(61)

Notice that

B−1
2∑
`=1

(
1

1− ε2

)`
=

1

1− ε2

1−
(

1
1−ε2

)B−1
2

1−
(

1
1−ε2

)
 =

(
1

1−ε2

)B−1
2 − 1

ε2
,

B−1
2∑
`=1

(
1− ε2

)`
= (1− ε2)

(
1− (1− ε2)

B−1
2

1− (1− ε2)

)
=

(1− ε2)− (1− ε2)
B−1

2 +1

ε2
,

Therefore,

‖A‖2F ≤
1

B2
(1− ε2)

B+1
2 · 1

ε2

B−1
2∑
`=1

((
1

1− ε2

)`
− (1− ε2)`

)

=
1

B2ε2
(1− ε2)

B+1
2

(
(1− ε2)−(B−1

2 ) − 2 + (1− ε2)
B−1

2 +1

ε2
+ 1

)

=
1

B2ε4
(1− ε2)− 2(1− ε2)

B+1
2

B2ε4
+

(1− ε2)B+1

B2ε4
+

1

B2ε2
(1− ε2)

B+1
2

≤ 1

B2ε4
(1− ε2)

So we conclude that the Frobenius norm of P , satisfies:

‖P‖2F ≤
2

B2ε4
(1− ε2)

Therefore. λ2
εB
40π

≤
2

B2ε4
(1−ε2)
εB
40π

= 1
B2

80π
Bε5 (1 − ε2) = 1

B2

(
ε280π(1− ε2)

)
. For our choice of ε, B,

we know that λ εB
40π
≤ 7

B , Therefore, λB+1− εB
40π
≥ −7

B .

E.3 Variance Decay with Experience Replay

To analyze the variance, we start with wvar
0 = w∗. The dynamics of SGD say that:

wvar
0 − w∗ = 0

wvar
1 − w∗ = ηξ̂

(1)
1 X̂

(1)
1
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wvar
t+1 − w∗ =

(
I − ηX̂t+1X̂

T
t+1

)
(wvar

t − w∗) + ηξ̂t+1X̂t+1

We let the superscript (i) denote the i-th buffer index. Let H(i) = 1
B

B∑
j=1

X
(i)
j X

(i)T
j , where X(i)

j are

the vectors that comprise the sampling pool from buffer i.

We produce our final w by tail averaging over the last iterate of SGD from within each buffer i. Let
wiB denote the last SGD iterate using buffer i. Then

w =
1

N

N∑
i=1

wiB , (62)

where N is the number of buffers.

Clearly,

E[(wvar − w∗)(wvar − w∗)T ] =
1

N2
E

[
N∑
i=1

wvar
iB

N∑
i=1

wvarT
iB

]

Theorem 12 (Variance Decay for SGD with Experience Replay for Gaussian AR Chain). For any
ε ≤ 0.21, if B ≥ 1

ε7 and d = Ω(B4 log( 1
β )), with probability at least 1− β, Algorithm 4 returns w

such that L(wvar) ≤ Õ
(
σ2d
√
τmix

T

)
.

Proof.

E[(wvar − w∗)(wvar − w∗)T ] = E

[
1

N

N∑
k=1

(wvar
kB − w∗)

1

N

N∑
k=1

(wvar
kB − w∗)T

]

= E

[
1

N2

N∑
k=1

N∑
`=1

(wvar
kB − w∗)(wvar

`B − w∗)T
]

=
1

N2
E

[∑
k>`

(wvar
kB − w∗)(wvar

`B − w∗)T
]

+
1

N2
E

[∑
k<`

(wvar
kB − w∗)(wvar

`B − w∗)T
]

+
1

N2
E

[
N∑
k=1

(wvar
kB − w∗)(wvar

kB − w∗)T
]

� 3σ2

N2
E

 N∑
`=1

N∑
k=`+1

k∏
j=`+1

B∏
i=1

(
I − X̂(j)

i X̂
(j)T
i

)
+

3σ2

N2
E


 k∏
j=`+1

B∏
i=1

(
I − X̂(j)

i X̂
(j)T
i

)T
+

3σ2

N2
[N · I] ,

where the last line follows as a consequence of Lemma 27.

Now we can focus on E

[
k∏

j=`+1

B∏
i=1

(
I − X̂(j)

i X̂
(j)T
i

)]
, which by spherical symmetry is equal to

c · I for constant c.

Following Lemma 20, let ˆ̃X
(j)
i be a sample from X̃

(j)
u+s :=

(
1− ε2

)(u+s)/2
X̃

(j)
0 +

ε
u+s∑
t=1

(
1− ε2

)(t−(u+s))/2
Gt, where X̃(j)

0 is sampled independently from N (0, 1√
d
Id).
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E

 k∏
j=`+1

B∏
i=1

(
I − X̂(j)

i X̂
(j)T
i

) = E

 k∏
j=`+1

B∏
i=1

(
I − ˆ̃X

(j)
i

ˆ̃X
(j)T
i + ˆ̃X

(j)
i

ˆ̃X
(j)T
i − X̂(j)

i X̂
(j)T
i

)
� E

 k∏
j=`+1

B∏
i=1

(
I − ˆ̃X

(j)
i

ˆ̃X
(j)T
i

)+ c · (NB)2(1− ε2)u/2 · I

where c is an appropriate constant.

By Lemma 23, E

[
N∑̀
=1

N∑
k=`+1

k∏
j=`+1

B∏
i=1

(
I − ˆ̃X

(j)
i

ˆ̃X
(j)T
i

)]
�

N∑̀
=1

N∑
k=`+1

[
1− εB

160πd

]k−` · I .
Therefore, E[(wvar−w∗)(wvar−w∗)T ] � 6σ2

N2

N∑̀
=1

N∑
k=`

[
1− εB

160πd

]k−`
+ 3σ2(NB)2(1− ε2)u/2 · I .

N∑
`=1

N∑
k=`

[
1− εB

160πd

]k−`
=

N∑
`=1

N−∑̀
i=0

[
1− εB

160πd

]i

=

N∑
`=1

160πd

εB
− 160πd

εB

N∑
`=1

[
1− εB

160πd

]N−`+1

≤ N · 160πd

εB

Putting everything together, we have that E[(wvar − w∗)(wvar − w∗)T ] � 6σ2

N · 160πd
εB · I +

3σ2(NB)2(1− ε2)u/2 · I .

Therefore, when u = 2
ε2 log 300000πd2σ6

ε2δ , it follows that L(wvar) ≤ O(σ
2d
εT ).

Lemma 27. E[(wvar
t − w∗)(wvar

t − w∗)T |X(1)
1 , . . . X

(T/S)
S ] � 3σ2I for all t.

Proof. Proof by induction.

In the first iterate of the first buffer, we have:

(wvar
1 − w∗)(wvar

1 − w∗)T = η2(ξ̂
(1)
1 )2X̂

(1)
1 X̂

(1)T
1

Since each ‖Xj‖22 ≤ 2 with high probability, and when η = 1
2 , we have:

E
[
(wvar

1 − w∗)(wvar
1 − w∗)T |X1, . . . XB

]
= η2σ2H(1) � σ2I

For the second iterate, we have:

wvar
2 − w∗ =

(
I − ηX̂(1)

2 X̂
(1)T
2

)
ξ̂

(1)
1 X̂

(1)
1 + ηξ̂

(1)
2 X̂

(1)
2

E
[
(wvar

2 − w∗)(wvar
2 − w∗)T |X1, . . . XB

]
= E[

(
I − ηX̂(1)

2 X̂
(1)T
2

)
η2(ξ̂

(1)
1 )2X̂

(1)
1 X̂

(1)T
1

(
I − ηX̂(1)

2 X̂
(1)T
2

)
+
(
I − ηX̂(1)

2 X̂
(1)T
2

)
ηξ̂

(1)
1 ξ̂

(1)
2 X̂

(1)
1 X̂

(1)T
2

+ ηξ̂
(1)
1 ξ̂

(1)
2 X̂

(1)
1 X̂

(1)T
2

(
I − ηX̂(1)

2 X̂
(1)T
2

)
+ η2(ξ̂

(1)
2 )2X̂

(1)
2 X̂

(1)T
2 |X1 . . . XB ]

� σ2(I − ηH(1) + ηH(1) + ηH(1) + η2H(1))

� 3σ2I
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Suppose that in the first buffer, for k ≤ B,

E
[
(wvar

k−1 − w∗)(wvar
k−1 − w∗)T |X1, . . . XB

]
� 3σ2I

Then we look at

E
[
(wvar

k − w∗)(wvar
k − w∗)T |X1, . . . XB

]
= E[

(
I − ηX̂(1)

k X̂
(1)T
k

)
(wvar

k−1 − w∗)(wvar
k−1 − w∗)T

(
I − ηX̂(1)

k X̂
(1)T
k

)
+
(
I − ηX̂(1)

k X̂
(1)T
k

)
(wvar

k−1 − w∗)ηξ̂
(1)
k X̂

(1)T
k

+ ηξ̂
(1)
k X̂

(1)
k (wvar

k−1 − w∗)T
(
I − ηX̂(1)

k X̂
(1)T
k

)
+ η2(ξ̂

(1)
k )2X̂

(1)
k X̂

(1)T
k |X1 . . . XB ]

Notice that wvar
k−1 − w∗ =

k−1∑
j=1

k−1∏
i=j+1

(
I − ηX̂(1)

i X̂
(1)T
i

)
ηξ̂

(1)
j X̂

(1)
j

We first focus on the cross term:

E
[(
I − ηX̂(1)

k X̂
(1)T
k

)
(wvar

k−1 − w∗)ηξ̂
(1)
k X̂

(1)T
k |X1, . . . XB

]
= E

(I − ηX̂(1)
k X̂

(1)T
k

) k−1∑
j=1

k−1∏
i=j+1

(
I − ηX̂(1)

i X̂
(1)T
i

)
ηξ̂

(1)
j X̂

(1)
j

(
ηξ̂

(1)
k X̂

(1)T
k

)
|X1, . . . XB


Notice that by the independence of the noise, only those terms where X̂j = X̂k will be non-zero (and
this event happens with probability 1

B for each j). Moreover, note that

E

ηX̂(1)
k X̂

(1)T
k

k−1∑
j=1

k−1∏
i=j+1

(
I − ηX̂(1)

i X̂
(1)T
i

)
ηξ̂

(1)
k X̂

(1)
k

(
ηξ̂

(1)
k X̂

(1)T
k

)
|X1, . . . XB


= E

ηX̂(1)
k X̂

(1)T
k

k−1∑
j=1

(
I − ηH(1)

)k−j−2

ηξ̂
(1)
k X̂

(1)
k

(
ηξ̂

(1)
k X̂

(1)T
k

)
|X1, . . . XB


� 0

Therefore, we have:

E
[(
I − ηX̂(1)

k X̂
(1)T
k

)
(wvar

k−1 − w∗)ηξ̂
(1)
k X̂

(1)T
k |X1, . . . XB

]
� σ2

B

k−1∑
j=1

k−1∏
i=j+1

(
I − ηH(1)

)
ηH(1)


� ησ2 k − 1

B
H(1) � ησ2H(1)

Therefore,
E
[
(wvar

k − w∗)(wvar
k − w∗)T |X1, . . . XB

]
� 3σ2(I − ηH(1)) + 2ησ2H(1) + η2σ2H(1)

� 3σ2I

Therefore, in the first buffer, E
[
(wvar

k − w∗)(wvar
k − w∗)T |X1, . . . XB

]
� 3σ2I for all k ≤ B.

For the first iterate using the second buffer, because the cross terms are 0 by independent noise, it is
easy to show that

E
[
(wvar

B+1 − w∗)(wvar
B+1 − w∗)T |X

(2)
1 , . . . X

(2)
B

]
= E[

(
I − ηX̂(2)

1 X̂
(2)T
1

)
(wvar

B − w∗)(wvar
B − w∗)T

(
I − ηX̂(2)

1 X̂
(2)T
1

)
+ η2(ξ̂

(2)
1 )2X̂

(2)
1 X̂

(2)T
1 |X(2)

1 , . . . X
(2)
B ]

� 3σ2I
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For subsequent iterates in the second buffer,

We write out wvar
B+k−1 − w∗ =

k∏
j=1

(
I − ηX̂(2)

j X̂
(2)T
j

)
(wvar

B − w∗) +

k−1∑
j=1

k−1∏
i=j+1

(
I − ηX̂(2)

i X̂
(2)T
i

)
ηξ̂

(2)
j X̂

(2)
j .

Therefore, the cross term

E
[(
I − ηX̂(2)

B+kX̂
(2)T
B+k

)
(wvar

B+k−1 − w∗)ηξ̂
(2)
B+kX̂

(2)
B+k|X

(2)
1 , . . . X

(2)
B

]
= E

(I − ηX̂(2)
B+kX̂

(2)T
B+k

) k−1∑
j=1

k−1∏
i=j+1

(
I − ηX̂(2)

i X̂
(2)T
i

)
ηξ̂

(2)
j X̂

(2)
j ηξ̂

(2)
B+kX̂

(2)
B+k|X

(2)
1 , . . . X

(2)
B


� ησ2H(2)

Therefore, by induction, we have that E[(wvar
t − w∗)(wvar

t − w∗)T |X(1)
1 , . . . X

(T/S)
S ] � 3σ2I for

all t.

E.4 Lower Bound for SGD with Constant Step Size

Proof of Theorem 6. We know that wt+1 − w∗ = (I − ηXtX
T
t )(wt − w∗). We define:

αt = XT
t (wt − w∗)

γt = ‖wt − w∗‖
Then we have:

αt+1 = XT
t+1(wt+1 − w∗)

=
(√

1− ε2Xt + εGt+1

)T (
I − ηXtX

T
t

)
(wt − w∗)

=
√

1− ε2αt + εGTt+1(wt − w∗)− η
√

1− ε2αt‖Xt‖2 − ηεGTt+1XtX
T
t (wt − w∗)

Suppose that
c log( 1

β )
√
d
≤ 8, then by Lemmas 17 and 18, we have:

E
[
α2
t+1

]
≤ (1− ε2)E[α2

t ] +
ε2

d
E[γ2

t ] + 7η2(1− ε2)E[α2
t ] + 7

η2ε2

d
E[α2

t ]

+ 14η(1− ε2)E[α2
t ]−

2ηε2

d
E[α2

t ]

≤
(

(1− ε2)(1 + 7η2 + 14η) + ε2
(

7η2

d
− 2η

d

))
E[α2

t ] +
ε2

d
E[γ2

t ]

=

(
1−

[
ε2 − (1− ε2)(7η2 + 14η)− ε2

d

(
7η2 − 2η

)])
E[α2

t ] +
ε2

d
E[γ2

t ]

Now we turn to γt+1. We have:

γ2
t+1 = ‖wt+1 − w∗‖2 = (wt − w∗)T (I − ηXtX

T
t )(I − ηXtX

T
t )(wt − w∗)

= (wt − w∗)T (I − (2η − η2‖Xt‖2)XtX
T
t )(wt − w∗)

= γ2
t − (2η − η2‖Xt‖2)α2

t

Therefore, we can say that E[γ2
t+1] ≥ E[γ2

t ]− (2η − η2(−7))E[α2
t ].

When ε2 > 0.5 and η < 0.05, it follows that

• E[γ2
t+1] ≤ E[γ2

t ]
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• E
[
α2
t+1

]
≤ (1− ζ)E

[
α2
t

]
+ ε2

d E[γ2
t ], where 0 < ζ < 1

• Moreover, ζ > 7η2 + 2η, so E[γ2
t+1] ≥ E[γ2

t ]− ζE[α2
t ].

Unwrapping, the recursion, we can say that

E[α2
t+1] ≤ (1− ζ)E[α2

t ] +
ε2

d
E[γ2

1 ]

≤ (1− ζ)

(
(1− ζ)E[α2

t−1] +
ε2

d
E[γ2

1 ]

)
+
ε2

d
E[γ2

1 ]

≤ (1− ζ)tE[α2
1] +

ε2

d

t−1∑
j=0

(1− ζ)j

E[γ2
1 ]

≤ (1− ζ)tE[α2
1] +

ε2

dζ
E[γ2

1 ]

Note that E[α2
1] = E

[
(XT

1 (w1 − w∗))2
]

=
E[γ2

1 ]
d Therefore we can say that E[α2

t+1] ≤ (1 −
ζ)t

E[γ2
1 ]
d + ε2

dζE[γ2
1 ]

Now we unwrap the recursion for E[γ2
t+1] ≥ E[γ2

t ]− ζE[α2
t ]. We have:

E[γ2
t+1] ≥ E[γ2

t ]− ζE[α2
t ]

≥ E[γ2
t−1]− ζE[α2

t−1]− ζE[α2
t ]

≥ E[γ2
1 ]− ζ

t∑
j=1

E[α2
j ]

≥ E[γ2
1 ]− ζ

t∑
j=1

(
(1− ζ)j−1E[α2

1] +
ε2

dζ
E[γ2

1 ]

)

= E[γ2
1 ]− ζ

(
tε2

dζ

)
E[γ2

1 ]− ζ · 1− (1− ζ)t

ζ
· E[α2

1]

≥ E[γ2
1 ]− ζ

(
tε2

dζ

)
E[γ2

1 ]− 1

d
E[γ2

1 ]

In order for tε
2

d > 1
2 , we need t ≥ d

2ε2 . Therefore the number of samples required is T = Ω
(
d
ε2

)
.
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