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Examples of generated images by our approach from COCO-Stuff, Cityscapes, and ADE20K datasets
respectively, are shown in Figure 1. Over proposed approach is able to synthesis images of diverse
scenes. Moreover, we show the semantic image synthesis results compared to previous approaches
pix2pixHD and SPADE in Figure 2. Some differences between the generated images of different
approaches are highlighted in red boxes. Our proposed approach generates high-quality images with
fine details. It can generate small objects based on the label map, while previous approaches are
likely to ignore them. For example, in the first row of Figure 2, our approach generates a driver inside
the bus based on the semantic layout, while other approaches fails to generate the driver.

33rd Conference on Neural Information Processing Systems (NeurIPS 2019), Vancouver, Canada.



Figure 1: Semantic image synthesis results by our proposed approach. Images are generated from
label maps in the validation set of COCO-Stuff dataset, Cityscapes dataset, and ADE20K dataset,
respectively. Best viewed in color. Zoom in for details.
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Figure 2: Semantic image synthesis results by previous approaches and our approach. Best viewed in
color. Zoom in for details.
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