A Related Work

A number of algorithms for approximate distributed PCA have been proposed [21} 14, 16} 9], but
either without theoretical guarantees, or without considering communication. [21]] proposed an
algorithm but provided no analysis on the tradeoff between communication and approximation.
Most closely related to our work is [9], which observes that the top singular vectors of the local
point set can be viewed as its summary and the union of the local summaries can be viewed as a
summary of the global data, i.e., Algorithm disPCA discussed above.

In [12] the authors study algorithms in the arbitrary partition model in which each server holds a
matrix P; and P = }_7_| P;. Thus, each row of P is additively shared across the s servers, whereas
in our model each row of P belongs to a single server, though duplicate rows are allowed. Our model
is motivated by applications in which points are indecomposable entities. As our model is a special
case of the arbitrary partition model, we can achieve more efficient algorithms. For instance, our
distributed PCA algorithms provide much stronger guarantees, see, e.g., Lemma] which are needed
for the downstream k-means application. Moreover, our k-means algorithms are more general,
in the sense that they do not make a well-separability assumption, and more efficient in that the
communication of [12] is O(sd?)+s(k/€)°™) words as opposed to our O(sdk/e?)+sk+(k/e)OM).

After the announce of this work, [6] improve the guarantee for the k-means application in two ways.
First, they tighten the result in [9]], showing that projecting to just the O(k/¢) rather than O(k/€?)
top singular vectors is sufficient to approximate k-means with (1 + €) error. Second, they show
that performing a Johnson-Lindenstrauss transformation down to O(k/e?) dimension gives (1 + ¢)
approximation without requiring a log(n) dependence. This can be used as a preprocessing step
before our algorithm, replacing d with O(k/€?) in our communication bounds. They further show
how to reduce the dimension to O(k/e) using only O(sk/e€)vectors, but by a technique different
from distributed PCA.

Other related work includes the recent [10] (see also the references therein), who give a determinis-
tic streaming algorithm for low rank approximation in which each point of P is seen one at a time
and uses O(dk/¢) words of communication. Their algorithm naturally gives an O(sdk/¢) commu-
nication algorithm for low rank approximation in the distributed model. However, their algorithm
for PCA doesn’t satisfy the stronger guarantees of Lemma[d] and therefore it is unclear how to use
it for k-means clustering. It also involves an SVD computation for each point, making the overall
computation per server O(n;dr?/e?), which is slower than what we achieve, and it is not clear how
their algorithm can exploit sparsity.

Speeding up large scale PCA using different versions of subspace embeddings was also considered
in [13], though not in a distributed setting and not for ¢-error shape fitting problems. Also, their
error guarantees are in terms of the r-th singular value gap, and are incomparable to ours.

B Guarantees for Distributed PCA

B.1 Proof of Lemmall]

We first prove a generalization of Lemmal[I]

Lemma 7. Let A € R"*% be an n x d matrix with singular value decomposition A = UXV .
Lete € (0,1 andr,t € Ny withd —1 >t > 1+ [r/e] — 1, and let A = AV (V)T Then for
any matrix X with d rows and | X||% < r, we have

d
I(A = A)X[|E = [|AX][7 - [AX]F <€ > of(A).
1=r+1

Proof. The proof follows the idea in the proof of Lemma 6.1 in [9].
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For convenience, let £(*) denote the diagonal matrix that contains the first ¢ diagonal entries in X
and is 0 otherwise. Then A = UX®V T We first have

|AX|3 — |AX]% [USV X7 - [USOVTX|
IBVTX|E - [ZOVTX|F
(B -=O)VTX]|3

= U -ZO)VTX|F

= |AX — AX|%.

where the second and fourth equalities follow since U has orthonormal columns, and the third
equality follows since for M = V T X we have

d

t d
ZO’ ?-—ZZU%(Am
i=1 j=1

J=1

=M% — [ZOM|7 =

|
1=

ymi; = [|(3 - BO)M][%.

I
HMQ‘
HM&

Next, we bound ||[AX — AXH% We have

IAX - AX |7 = (B - ZO)VTX|[} < [[(E - ZO)|2]X[F = ro,, (A)

where the inequality follows because the spectral norm is consistent with the Euclidean norm. This
implies the lemma since

t+1 d
rop 1 (A) < et —r+1)op (A) <e Z o?(A) <e Z o?(A) (2)
i=r+1 i=r+1
where the first inequality follows for our choice of ¢. O

Then Lemma (] immediately follows from Lemma [7 since any d x r orthonormal matrix A has
|A]|% < r,and Zz 11 02(A) < d*(A, Lx) by the property of the singular value decomposition.

B.2 Proof of Theorem2]

Theorem [2} Suppose Algorithm disPCA takes parameters t, > r + [4r/e] — 1 and t; = r, and
outputs V"), Then

P —PVOVO) L < (1+ € mind*(P, Lx)

where the minimization is over d X r orthonormal matrices X. The communication is O(%) words.

Proof. Recall the notations: P; := PiVEtl)(V(fl)) is the data obtained by applying local PCA

on local data P;, and P is the concatenation of Pz. Now let X* denote the optimal subspace for P.
Our goal is to show that the distance between P and the subspace spanned by V() is close to that
between P and the subspace spanned by X*.

To get some intuition, see Figure [5 for an illustration. We let a denote the distance between P and
Ly, thatis, a := d?>(P,Ly) = ||P — PV(’°)(V(’“))T||2 Similarly, let b denote the distance

between P and Lx-, ¢ denote that between P and L~;¢, d denote that between P and Lx+. Then
our goal is to show a — b is small. Since

a—b=(a—c)+(c—d)+(d—b),

it suffices to bound each of the three terms on the right hand side.

11



Ly
Figure 5: Illustration for the proof of Theorem 2]

First, we note that the optimal principal components for Pare VW, soc—d < 0. This is because
P = UY where U is a block-diagonal matrix with blocks Uy, ..., U, and thus the right singular
vectors of Y are also the right singular vectors of P.

Now, what is left is to bound (a — ¢) and (d — b). They are differences between the distances from

P and P to some low dimensional subspace, for which Lemma [1|is useful. Formally, we have the
following claim.

Claim 1. For any orthonormal matrix X of size d X r,
d*(P, Lx) — d*(P, Lx) = A(X) — ¢o
where A(X) := |PX||2 — |PX||2 and co := |[P||% — ||P||%. Furthermore,
0 < AX) <ed?(P,Lx), co>0.

Proof. By Pythagorean Theorem,
d*(P, Lx) — d*(P, Lx) = (|P|% — [IPX|[%) — ([P — [IPX][F) = A(X) — co.
The bound on A(X) follows from the fact that
A(X) = |PX|7 — IPX|7 = Y [IPX| 7 — IPiX| 7]

K3

and apply Lemma [T|on each term. The bound on ¢, follows from Pythagorean Theorem. O

Applying this claim, we have a — ¢ = ¢ — A(V(")) andd — b = A(V*) — ¢p, and
(a—c)+ (d—b) = A(V*) = A(V") < ed?(P, Lx-).
This completes the proof. O

Note A refinement of the proof of LemmalI]leads to the following data dependent bound.
Lemma 8. The statement in Lemma[?]holds ift > 7(A,r, €) where

T(A, 7€) = arginin {UE(A) < ;Zaf(A)} .

i>r
Furthermore, T(A,r,¢) = O(%).

Proof. Note that the bound on ¢ is only used in proving , for which ¢ > 7(A,r €) suffices.
T(A, 7€) = O(%) follows by definition. O
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Theorem 9. Suppose Algorithm disPCA takes parameters t1 > max; 7(P;,r,€) and to = r,and
outputs V"), Then

P~ PVOVO) L < (1+ € mind*(P, Lx)

where the minimization is over orthonormal matrices X € RE*". The total communication cost is

O(sdmax; 7(P;,r, €)) words.

7(P;, r, €) is typically much less than O(r/€) in practice. This provides an explanation for the fact
that ¢; much smaller than O(r/€) can still lead to good solution for many practical instances. Similar
data dependent bounds can be derived for the other theorems in our paper.

C Guarantees for Distributed /,-Error Fitting

C.1 Proof of Lemmald]

Recall that P; denotes the projection of the original data P; to V(*), and P denotes their concate-
nation. We further introduce some intermediate variables for our analy51s Imagine we perform two
projections: first project P; to P; = P,V (t)(V ()T then project P,toP;, = P, VO (VT
where ¢t = ¢; = t5. Let P denote the vertical concatenation of P and let P denote the vertical
concatenation of P;, i.e.

ﬁl ?1
and P =

P, P,

s}
I

Lemmald Let t; =ty > k + [8k/€] — 1 in Algorithm disPCA for k € N and € € (0,1). Then
for any d X k matrix X with orthonormal columns,

0< ||PX-PX|2 <ed*(P,Lx), (3)
0< [PX|3 —PX|} < ed®(P,Lx). (4)

Proof. Before going to the proof, we note that unlike in Lemma |PX — PX]|%2 may not equal
|PX||% — ||PX]|% since multiple SVD are applied.

For the first statement (3]), we have

IPX - PX|%2 < 2|PX-PX|% 5)
+ 2|PX -PX|2 (6)
+ 2|PX - PX|%. (7)
For (5), we have by Lemmal[7]
= i = s € €
[PX - PX|[7 =) |[PiX - PX|[7 <) 1d2(Pi7LX) = §d2(P7LX)- ®)
i=1 =1
Similarly, for (6) we have by Lemmal[7]
6 A~

IPX — PX||3 <3 d*(P, Lx). 9

To bound (7). let Y = V®(V()TX_ Then by definition, P,X = P, Y and P;X = P,Y. By
Lemmal[7] we have

PX-PX|3 = Y |PY -PY[} (10)
=1
S € S ) € S ) € )
< < o2(P) < S5 @(Py, Lx) = —d?(P, Lx). 1
< ;8i=r+1 i (Pi) 8; (Pi, Lx) = gd*(P, Lx) (11)
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Combining (®)() and (TT) leads to
~ € € ~
|PX — PX|% < §d?(P, Lx) + Zd2(P,Lx). (12)

We now only need to bound dQ(IA’, Lx) is similar to d?(P, Lx ), which is done in Claim The first
statement then follows.

For the second statement @), we have a similar argument.

IPX|% - [PX[3 = |PX|} - |PX]|} (13)
+ |PX|% - |PX]|% (14)
+ |IPX[% — [PX]|%. (15)

For (T3), we have by Lemmal[7]

IPX|E — [PX|E = [IPXI} - [P} < Z (P, Lx) = (P, Lx).  (16)
i=1

Similarly, for (T4) we have by Lemmal[7]

~ — € ~
IPX7 — [IPX]7 < 7d*(P, Lx). (17)
By Lemma([7] we have
s
IPX|E ~ IBX[E = 3 [IPiYI3 — [P Y3]
i=1
S € S ) € S 2
S DI AGOE 4Zd (P;,Lx) = (P, Lx). (18)
=1 1=r+1
Combining (TI6)(I7) and (I8) leads to
IPX% — [BX|% < Sd*(P, Lx) + d*(P, Lx). (19)
The second statement then follows from (T9) and Claim [T} O

C.2 Proof of Theorem

The following weak triangle inequality is useful for our analysis.

Fact 1. Forany a,b € Rande € (0,1), |a® —b?| < 2 (a= b) + 2¢al.

Proof. Either |a| < |a o or , so we have |a||a — b <! ) + €a®. This leads to

2(a —b)?
la® — b?| = |a —bl|a +b| < |a — b|(|2a| + |b — a|) = 2|alla — b] + (a — b)* < Ha=b) + 2¢a® + (a — b)?
€
which completes the proof. O

We first prove the theorem for the special case of k-means clustering, and the same argument leads
to the guarantee for general ls-error fitting problems. Note that because we use the weak triangle
inequality, we lose a factor of 1/e. Thus, we require t; = t = O(k/€?), instead of O(k/¢) as in
Lemmal]

Theorem 10. Lett; =ty > k + [4k/€*] — 1 in Algorithm disSPCA.Then there exists a constant
co > 0, such that for any set of k points L,

(1—€e)d*(P,L) <d*(P,L) +co < (1+€)d*(P, L).
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Lx = span(L)

Figure 6: Ilustration for the proof of Theorem [I0]

Proof. The proof follows that in [9]], with slight modification for the distributed setting.

Let X € R%** has orthonormal columns that span £; see Figure@for an illustration. Then the costs

of P and P can be decomposed into two parts: one part is from P (or P) to its projection on Lx, and
the other part is from the projection to the centers. Then we can compare the two parts separately.

Let p; be the point in P corresponding to p; in P. Let ¢y = IP||% — ||f’||§, Then by Pythagorean
theorem we have
|P|

> ldlmx(pi), £)* — d(mx(5:), £)°]|.

=1

|d*(P, L) — d*(P,L) — co| < |d*(P,Lx) — d*(P,Lx) — co| +

For the first part, we have by Pythagorean theorem
d*(P, Lx) — d*(P, Lx) — co = (I[P — |PX[%) — (IPI7 — IPX[%) — co = [[PX[7 — [PX]/%. (20)

For the second part, by Fact[I] we have

Ll il s pi))? €
> ld(nx(p). £ = dlax (). £0°] < ;[”d XL TPIY | € () £)?
P
= 2 -B)x| + Zdepz
\PI
< fII(P P)X|% + dez, . @1)

We first note that d*(P, Lx) < d*(P, L). For the other terms in ( . , we need to use LemmaE]
with accuracy €? (instead of €). This then leads to the theorem.

The general statement for /5-error geometric fitting problems follows from the same argument.

Theorem [3| Let t, = to = O(rk/e?) in Algorithm disPCA for ¢ € (0,1/3). Then there exists a
constant ¢y > 0 such that for any set of k centers L in r-Subspace k-Clustering,

(1—€e)d*(P,L) < d*(P,L) 4 co < (1+ €)d*(P,L).

D Fast Distributed PCA

D.1 Proofs for Subspace Embedding
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Algorithm 3 Fast Sparse Subspace Embedding [5]]

Input: parameters n,¢ € N
1: Leth : [n] — [{] be arandom map, so that for each i € [n], h(i) = j for j € [¢] with probability
1/¢.
2: Let @ be an £ x n binary matrix with ®;,(;) ; = 1, and all remaining entries 0.
3: Let 3 be an n x n diagonal matrix, with each diagonal entry independently chosen as +1 or —1
with equal probability.
Output: H = 3.

The construction of the embedding matrix H is presented in Algorithm[3] Note that the embedding
matrix H does not need to be built explicitly; we can compute the embedding HA for an given
matrix A in a direct and faster way. Algorithm [3|has the following guarantee.

Theorem 11. /5| [17 [19] Suppose n > d and { = O(‘z—z). With probability at least 99/100,
IHAyll2 = (1 £ €)||Ayll2 for all vectors y € R Moreover, HA can be computed in time
O(nnz(A)) where nnz(A) is the number of non-zero entries in A.
Lemma 12. Let ¢ € (0,1/2] and k,t € Ny withd — 1 >t > k + [4k/e] — 1. Suppose Algorithm
disPCA takes input {H;P;}_, and outputs V). Let P = PV (V)T Then for any d x k
matrix X with orthonormal columns,
IPX — PX]|
|IPXf% — [PX]/%|

< €d2(P7Lx)7
< 3¢||PX||3 + ed*(P, Lx).

Proof. First note that the input to Algorithm disPCA is TP where T is a block-diagonal matrix
with blocks Hy, ..., H,. Then the projection of the input to V() is TPV®(V(®))T = TP. By
LemmaE], for any d x k matrix X with orthonormal columns, we have

0< ||TPX - TPX|2 < idz(TP,Lx), (22)
0< |TPX|32 — |TPX|2 < EdZ(TP,LX). (23)
By properties of T, we have
|TPX — TPX |} = |T(PX — PX)|[3 > (1 - ¢|PX - PX|/%,

and
d*(TP,Lx) = | TP - TPXX " ||% < (1 + ¢)||P — PXX"||% = (1 + €)d*(P, Lx).
Combined with (22)), these lead to the first claim.

Similarly, we also have | TPX||2% = (1 + ¢)|[PX|/% and | TPX]|/% = (1 + €)|PX||%. Plugging
these into (23)), we obtain

—3¢l[PX|[% < [PX[|% — [PX||% < 3¢|PX||% + ed®(P, Lx)

which establishes the lemma. O

Theorem 13. Algorithm[{d|outputs a subspace embedding with probability at least 1 — 6. In expec-
tation Step 3 is run only a constant number of times with expected time O(d>r? /€?).

Proof. For each j, H;A succeeds with probability 99/100, meaning that for all x we have
|IH;Az|ls = (1 £ €/9)||Az|]2. Suppose for some j # j’, H; A and Hj/ A are both successful.
By definition we have

IH;Az|2 = (1£€/3)[[Hy Az

for all z. Taking the SVD of the embeddings, this is equivalent to
15V zlz = (1 £e¢/3)IZ)V]ixls
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Algorithm 4 Boosting success probability of embedding

Input: A € R"*?, parameters e, 6.
1: Construct r = O(log %) independent subspace embeddings H; A, each having accuracy €/9
and success probability 99/100.
2: Compute SVD H;A = U;%; V] for j € [r].
for j € [r] do
Check if for at least half j' # j,

0i(2;V, V271 € [1£¢/3],Vi

W

5: If so, output H;A.
6: end for

Algorithm 5 Randomized SVD [[11]]

Input: matrix A € R®*?; parameters t,q € N.
1: > Stage A

2: Generate an ¢ x 2t Gaussian test matrix €2.
3: SetY = (AT A)?A T, and compute QR-factorization: Y = QR.
4: > Stage B
5: Set B = AQ, and compute SVD: B = UXV .
6: SetV =QV.
Output: 3, V.

for all z. Making the change of variable y := 3J; V]-Tac, this is equivalent to

lylls = (1 £ /3) 12, VIV, E
for all y, which is true if and only if all singular values of Ej/V;r,Vj E;l arein [1 —€/3,1+€/3].
Conversely, if all singular values of X j/VjT,Vj Ej_l arein [1 —€/3,1 + €/3], one can trace the steps

backward to conclude that |H;Az||; = (1 £+ ¢/3)||H;s Az||, for all z.

Since with probability at least 1 — §, a 9/10 fraction of the embeddings succeed with accuracy €/9,
there exists a j that can pass the test. It follows that any index 7 which passes the test in the algorithm
with a majority of the j’ # 7 is a successful subspace embedding with accuracy e.

Moreover, if we choose a random j to compare to the remaining j’, the expected number of choices
of j until the test passes is only constant. Then finding the index j only takes an expected O(r)
SVDs.

The time to do the SVD naively is O(d*/€%). We can improve this by letting T be a fast Johnson-
Lindenstrauss transform matrix of dimension O(dr/e®) x O(d?/€?), then we can replace H; A with
TH; A for all j € [d]. Then the verification procedure would only take O(d>r?/€?) time. O

D.2 Proofs for Randomized SVD

The details of randomized SVD are presented in Algorithm [5] rephrased in our notations. We have
the following analog of Lemma

Lemma 14. LetAGREdeeanﬁxdmatrlx(€>d) Lete € (0,1], k,t e Ny withd — 1>t >

k+[6k/e2]—1. Let A = AVV T where V is computed by Algorlthmlwnh q = O(log max{/, d}).
Then with probability at least 1 — 3e™", for any matrix X with d rows and | X||% < k, we have

d
A -A)x)3: < S Y oA,

IIAX]|3: — | AX3|

A
]
B
_l’_
5
>
¥
=



The algorithm runs in time O(qtld + t*(¢ + d)).

Proof. As stated in Section 10.4 in [[11], with probability at least 1 — 3e~t, we have
|A — Alls < 20041 (A). (24)
Then we have
(A — A)X% < [X[EIA - A% < 2ko7,,(A)

where the first inequality follows because the spectral norm is consistent with the Euclidean norm,
and the second inequality follows from (24)). For our choice of ¢, we have

2 2 t+1 2 d 2
2 € 2 € 2 € 2 € 2
koii1(A) < g(t —k+1)o1(A) < Ei—%ﬂai (A) < gié“gi (A) < gd (A, Lx),

which leads to the first claim in the lemma.

To prove the second claim, first note that
2
~ 2 -~ €
|AX][r = [AX|[r|" < (A = A)X|[F < Zd*(A, Lx).
Then by Fact[I] we have
~ 3 ~ 2
|IAX]7 — [AX|[E] < Z[|AX]|r — |AX][p|" + 26| AX][} < ed®(A, Lx) + 2| AX] 7

which completes the proof. O

D.3 Proof of Theorem|[6]

Let T to be a diagonal block matrix with H;, Hy, ..., H, on the diagonal. Then Algorithm [2] is
just to run Algorithm disSPCA on TP to get the principal components V. Recall that the goal is to
show P =PVVT isa good proxy for the original data P with respect to ¢ error fitting problems.
It suffices to show that P satisfies enjoys properties similar to those stated in Lemma

To prove this, we begin with a lemma saying that TP enjoys such properties, i.e. such properties are
approximately preserved when replacing exact SVD with randomized SVD in Algorithm disPCA

(Lemma . Then we can show that P enjoys similar properties as TP, i.e. these properties are
approximately preserved under subspace embedding (Lemma |[17)).
Lemma 15. For any d X k matrix X with orthonormal columns,
ITPX — TPX|; < O(e*)d*(TP, Lx) + O(e*) [ TPX|,
ITPX 3 — ITBX[}| < O(e)d*(TP, Lx) + O(c)| TPX 3

Proof. The proof follows that of Lemma]to TP. But now exact SVD is replaced with randomized
SVD, so we need to argue that randomized SVD produces similar result as exact SVD in the sense of
Lemmal[7} This is already proved in Lemma[T4] Also note that we need a technical lemma bounding

the small error terms incurred on the intermediate result TP. This is done by Lemma O

Lemma 16.
ITPX|[} < ed*(TP, Lx) + (1 + 2¢)| TPX |3,
d*(TP, Lx) < (1 + €)d*(TP, Lx) + €| TPX||%.

Proof. For the first statement, by Lemma[T4] we have

ITPX|} ~ ITPX|E| < > [ITPX|} - | TP:X]}3|

i=1

€Y d*(TP;, Lx)+2¢ Y |TPX]|[3
i=1 =1

ed*(TP, Lx) + 2¢| TPX||%.. (25)

IN

IN
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For the second statement, by Pythagorean Theorem,

d*(TP, Lx) — d*(TP, Lx)

TP} - ITPX 3] - [| TP} — || TPX|3}]

(ITP|# ~ | TP|3] + [ITPX |} - | TPX|3]

IN

| TPX][% — | TPX|.
The second statement then follows from the last inequality and (25). O
Lemma 17. For any d X k matrix X with orthonormal columns,
IPX - PX|; < O(&)d*(P, Lx) + O(c*)[PX],
IPX|% — [PX[%| < O(e)d*(P, Lx) + O() [PX| 7.

Proof. By the property of subspace embedding, we have | TPX —TPX|2 = (1+¢)|PX-PX||%,
TPX||% = (14¢€)||PX|% and d*(TP, Lx) = | TP - TPXX |2 = (1£¢)|[P-PXX |2 =
(1 £ €)d*(P,Lx). Then

(1+¢[PX - PX|} < |TPX-TPX|}
< O(e)d*(TP, Lx) + O(¢*)|[TPX||%
< O()d* (P, Lx) + O(e)|[PX| %
where the second inequality is from Lemma[I5] This then leads to the first statement.
For the second statement, we have

(1 +)IPX|7 — (1 - ) [IPX| ITPX|7 — | TPX|
O(e)d*(TP, Lx) + O(e)|[ TPX |3
O(e)d*(P, Lx) + O(e)||PX][7

ININ N

which leads to
IPX|% — [IPX|F < O(e)d*(P, Lx) + O(e) | PX||7..

A similar argument bounds ||PX |2 — ||[PX||%, which completes the proof. O

We represent Theorem [6]in a general form for £5-error geometric fitting problems.
Theorem @ Suppose Algorithm |2 takes € € (0,1/2], t; = t; = O(max{Z%, log2}),¢ =
O(g), g = O(max{log g,log %}) as input, and sets the failure probability of each local sub-

space embedding to 6’ = §/2s. Let P = PVV . Then with probability at least 1 — &, there exists
a constant cy > 0, such that for any set of k points L,

(1—e)d2(P, L) — e|PX|% < d2(P, L) + co < (14 €)d2(P, L) + €| PX| %

where X is an orthonormal matrix whose columns span L. The total communication is O(skd/€*)
and the total time is O (nnz(P) +s {% + kjg?} log ¢ log %)

Proof. The proof of correctness follows the proof of Theorem 3] replacing the use of Lemmad] with
Lemmal[l7

On each node v;, the subspace embedding takes time O(nnz(P;)), and the randomized SVD takes
time O(qt1£d-+t2(¢+d)); on the central coordinator, the randomized SVD takes time O(qt1 (st1)d+
t2(st; +d)) since Y has O(st;) non-zero rows. The total running time then follows from the choice
of the parameters. The total communication cost follows from the fact that the algorithm only sends

> (tl), Vi(tl) from each node to the central coordinator. O
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