
Supplemental Document

Dahua Lin
Toyota Technological Institute at Chicago

dhlin@ttic.edu

Abstract

This document provides proofs of theorems presented in the paper, as well as
computational details such as the formulas to update components.

1 Component Update

This section presents technical details about component updates.

1.1 Gaussian Models with Fixed Covariance

Consider the following formulation:

θ ∼ N (µp,Σp), and xi|θ ∼ N (θ,Σx), ∀i = 1, . . . , n. (1)

Here, each sample x is generated from a d-dimensional Gaussian distribution with mean θ and a
fixed covariance Σx, and the θ itself is generated from a prior Gaussian with mean µ and covariance
Σp. We can rewrite these distributions in the form of exponential family distributions as follows:
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Then Eq.(2) can be rewritten as
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We then rewrite Eq.(3) as
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It is not difficult to see from the analysis above that, conditioned on x, the posterior distribution of θ
remains a Gaussian, whose canonical parameters are updated from (hp,Jp) to (hp+Jxx,Jp+Jx).

The log-marginal likelihood of x is thus given by
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Particularly, these formulas can be further simplified as below:
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Therefore, we have
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This is consistent with the fact with x ∼ N (µ,Σp + Σx) when θ is marginalized out.

In particular, when Σp = σ2
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Update of posterior parameter is given by the formulas below:

h← hp + σ−2
x x, and σ−2 ← σ−2

p + σ−2
x . (15)
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