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Supplementary Material

Quantitative results across all splits of train and test datasets are shown, comparing our Low-
Dimensional Boosted Gradient Maps descriptor to the baseline approaches discussed in the paper.
Our approach significantly outperforms the baseline techniques across all splits.
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