
Appendix 1: Computing Clebsch-Gordan Coefficients

One way to compute Clebsch-Gordan coefficients is to naivelyview it as a similarity matrix recovery
problem, with the twist that the similarity matrix must be consistent over all group elements. We
first cast the problem of recovering a similarity matrix as a nullspace computation.

Proposition 1. LetA,B,C be matrices such thatAC andCB are defined. LetK = I⊗A−BT ⊗I.
ThenAC = CB if and only if vec(C) ∈ Nullspace(K).

Proof. A well known matrix identity ([1]) states that ifA,B,C are matrices such that the product
ABC is defined, then vec(ABC) =

(

CT ⊗ A
)

vec(B). Applying the identity,

vec(ACI) = vec(ICB)

(I ⊗ A) vec(C) =
(

BT ⊗ I
)

vec(C)
(

I ⊗ A − BT ⊗ I
)

vec(C) = 0

For eachσ ∈ Sn, the matrixKσ constructed using the above proposition yields the space ofmatrices
Cij such that

(ρi ⊗ ρj(σ)) · C = C · ⊕k ⊕
zijk

ℓ=1
ρk(σ)

To find a Cij which is consistent across all group elements, we need to findthe intersection:
∩σNullspace(Kσ). At first glance, it seems that this might require looking atn! nullspaces, but as
luck would have it, most of these nullspaces are extraneous,as we now show.

Definition 2. We say that a groupG is generatedby a set ofgeneratorsS = {g1, . . . , gm} if every
element ofG can be written as a finite product of elements inS and their inverses.

To ensure a consistent similarity matrix for all group elements, we use the follow proposition which
says that it suffices to be consistent on only a set of generators of the group.

Proposition 3. Let ρ andτ be representations ofG. Suppose thatG is generated by the elements
g1, . . . , gm. If there exists a linear mapC such thatρ(gi) · C = C · τ(gi) for eachi ∈ {1, . . . ,m},
thenρ andτ are equivalent as representations withC as the equivalence map.

Proof. We just need to show thatC is a similarity transform for any other element ofG as well. Let
x be any element ofG and write it as a product of generators:x =

∏n
i=1

gi. It follows that:

C−1 · ρ(x) · C = C−1 · ρ

(

∏

i

gi

)

· C = C−1 ·

(

∏

i

ρ(gi)

)

· C

=
∏

i

(

C−1 · ρ(gi) · C
)

=
∏

i

τ(gi) = τ

(

∏

i

gi

)

= τ(x)

Since this holds for everyx ∈ G, we have shownC to be an equivalence map between representa-
tions.

The good news is that despite having ordern!, Sn can be generated by just two elements, and so the
problem reduces to solving for the intersection of two nullspaces, which can be done using standard
numerical methods. Computationally, it is often useful to use sparse nullspace algorithms since the
matrices happen to be quite sparse. Most of sparse nullspacealgorithms require an initial estimate
for the dimension of the nullspace, and for our particular problem of finding a similarity transform
between two tensor product representations, there exists an analytical expression for the dimension
of this nullspace.

Theorem 4. If K is constructed for finding the Clebsch-Gordan coefficients for ρi⊗ρj , the nullspace

of the matrixK is
(

∑

k z2

ijk

)

-dimensional, wherezijk is the Clebsch-Gordan series.

Proof. The result follows directly from some basic results about endomorphism algebras and
Schur’s lemma (ch 1.7 from [2]).
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There is a second algorithm for finding Clebsch-Gordan coefficients which is more efficient than the
one described here; we refer the reader to [3] for details on theEigenfunction method.

Appendix 2: Proof of Proposition 3

We use the following matrix identities:

1. LetA be ann × n matrix, andC an invertiblen × n matrix. Then TrA = Tr
(

C−1AC
)

.
2. LetA be ann × n matrix andBi be matrices of sizemi × mi where

∑

i mi = n. Then
Tr (A · (

⊕

i Bi)) =
∑

i Tr (Ai · Bi), whereAi is the block ofA corresponding to block
Bi in the matrix(

⊕

i Bi).
3. If A andB are square, Tr(A ⊗ B) = (Tr A) · (Tr B)
4. (A ⊗ B) · (C ⊗ D) = AC ⊗ BD

We also use the fact thatCij is orthogonal for all pairs(ρi, ρj): CT
ij · Cij = I.

f(σ) · g(σ) =

[

1

|G|

∑

i

dρi
Tr
(

f̂T
ρi

· ρi(σ)
)

]

·





1

|G|

∑

j

dρj
Tr
(

ĝT
ρj

· ρj(σ)
)





=

(

1

|G|

)2
∑

i,j

dρi
dρj

[

Tr
(

f̂T
ρi

· ρi(σ)
)

· Tr
(

ĝT
ρj

· ρj(σ)
)]

=

(

1

|G|

)2
∑

i,j

dρi
dρj

[

Tr
((

f̂T
ρi

· ρi(σ)
)

⊗
(

ĝT
ρj

· ρj(σ)
))]

(by Property 3)

=

(

1

|G|

)2
∑

i,j

dρi
dρj

Tr

(

(

f̂ρi
⊗ ĝρj

)T

· (ρi(σ) ⊗ ρj(σ))

)

(by Property 4)

=

(

1

|G|

)2
∑

i,j

dρi
dρj

Tr

(

CT
ij ·
(

f̂ρi
⊗ ĝρj

)T

· Cij · C
T
ij · (ρi(σ) ⊗ ρj(σ)) · Cij

)

(by Property 1)

=

(

1

|G|

)2
∑

i,j

dρi
dρj

Tr

(

AT
ij ·

(

⊕

k

zijk
⊕

ℓ=1

ρk(σ)

))

(by definition ofCij andAij)

=
1

|G|2

∑

ij

dρi
dρj

∑

k

dρk

zijk
∑

ℓ=1

Tr
(

(

d−1

ρk
Akℓ

ij

)T
ρk(σ)

)

(by Property 2)

=
1

|G|

∑

k

dρk
Tr











∑

ij

zijk
∑

ℓ=1

dρi
dρj

dρk
|G|

Akℓ
ij





T

ρk(σ)






(rearranging terms)
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