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Appendix

Proof of Proposition 2.Fix (i, a) ∈ Crit(P ). Drop dependence ofφ∗, K, MakeOpt, H∗ on i, a, P
for readability. Also, letJ(ε) = Ji,a(pi(a);P, ε). Since|Crit(P )| ≤ |S||A|, it suffices to show that
φ∗/K ≤ (H∗)2/φ∗. Let ε < φ∗ be arbitrary. By definition ofMakeOpt(ε) andφ∗, we have, for all
q ∈ MakeOpt(ε), 〈q, h∗〉 − 〈pi(a), h∗〉 ≥ φ∗ − ε. This implies‖pi(a)− q‖1 ≥ (φ∗ − ε)/H∗ since
H∗ = ‖h∗‖∞. Thus, by definition ofJ(ε), we have

J(ε) ≥ (φ∗ − ε)2

(H∗)2
⇒ lim

ε→0
J(ε) ≥ (φ∗)2

(H∗)2
.

By definition, the left hand side isK. Thus,φ∗/K ≤ (H∗)2/φ∗.

Proof of Proposition 3.Fix µ ∈ O(P,A). Drop the dependence ofh∗,H∗, λ∗, Tµ onP . It suffices
to prove thatH∗ ≤ Tµ for the result then follows from Proposition 2 and definition ofT (P ). Since
rewards and hence the gainλ∗ are in[0, 1], andλ∗, h∗ satisfy, for alli ∈ S,

λ∗ + h∗(i) = r(i, µ(i)) + 〈pi(µ(i)), h∗〉 , (1)

we have, for alli ∈ S,
〈pi(µ(i)), h∗〉 ≥ h∗(i)− 1 . (2)

Start the policyµ in statej and define the random variablesYt := h(st). ClearlyY0 = h(j). Fix a
statei 6= j. Define the stopping time

τ := min{t > 0 : st = i} .

Because of (2), we have
Eµ,P

j [Yt+1 |Yt] ≥ Yt − 1 .

Addingt+1 to both sides we see thatYt+t is a submartingale and hence using the optional stopping
theorem (see, for example, [1, p. 489]), we have

Eµ,P
j [Yτ + τ ] ≥ Y0 .

By definition ofTµ, we have
Eµ,P

j [τ ] ≤ Tµ .

Thus, noting thatYτ = h∗(i) andY0 = h∗(j), we have

h∗(i) + Tµ ≥ h∗(j) .

But this is true for alli 6= j. Also, there is somei∗ ∈ S such thath∗(i∗) = 0. Therefore,
H∗ = ‖h∗‖∞ ≤ Tµ.
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