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#### Abstract

We study the evolution of the generalization ability of a simple linear perceptron with $N$ inputs which learns to imitate a "teacher perceptron". The system is trained on $p=\alpha N$ binary example inputs and the generalization ability measured by testing for agreement with the teacher on all $2^{N}$ possible binary input patterns. The dynamics may be solved analytically and exhibits a phase transition from imperfect to perfect generalization at $\alpha=1$. Except at this point the generalization ability approaches its asymptotic value exponentially, with critical slowing down near the transition; the relaxation time is $\propto(1-\sqrt{\alpha})^{-2}$. Right at the critical point, the approach to perfect generalization follows a power law $\propto t^{-\frac{1}{2}}$. In the presence of noise, the generalization ability is degraded by an amount $\propto(\sqrt{\alpha}-1)^{-1}$ just above $\alpha=1$.


## 1 INTRODUCTION

It is very important in practical situations to know how well a neural network will generalize from the examples it is trained on to the entire set of possible inputs. This problem is the focus of a lot of recent and current work [1-11]. All this work, however, deals with the asymptotic state of the network after training. Here we study a very simple model which allows us to follow the evolution of the generalization ability in time under training. It has a single linear output unit, and the weights obey adaline learning. Despite its simplicity, it exhibits nontrivial behaviour: a dynamical phase transition at a critical number of training examples, with power-law decay right at the transition point and critical slowing down as one approaches it from either side.

## 2 THE MODEL

Our simple linear neuron has an output $V=N^{-\frac{1}{2}} \sum_{i} w_{i} \xi_{i}$, where $\xi_{i}$ is the $i$ th input. It learns to imitate a teacher [1] whose weights are $u_{i}$ by training on $p$ examples of input-output pairs $\left(\xi_{i}^{\mu}, \zeta^{\mu}\right)$ with

$$
\begin{equation*}
\zeta^{\mu}=N^{-\frac{1}{2}} \sum_{i} u_{i} \xi_{i}^{\mu} \tag{1}
\end{equation*}
$$

generated by the teacher. The adaline learning equation [11] is then

$$
\begin{equation*}
\dot{w}_{i}=\frac{1}{\sqrt{N}} \sum_{\mu=1}^{p}\left(\zeta^{\mu}-\frac{1}{\sqrt{N}} \sum_{j} w_{j} \xi_{j}^{\mu}\right) \xi_{i}^{\mu}=\frac{1}{N} \sum_{\mu j}\left(u_{j}-w_{j}\right) \xi_{j}^{\mu} \xi_{i}^{\mu} \tag{2}
\end{equation*}
$$

By introducing the difference between the teacher and the pupil,

$$
\begin{equation*}
v_{i} \equiv u_{i}-w_{i} \tag{3}
\end{equation*}
$$

and the training input correlation matrix

$$
\begin{equation*}
A_{i j}=\frac{1}{N} \sum_{\mu=1}^{p} \xi_{j}^{\mu} \xi_{i}^{\mu} \tag{4}
\end{equation*}
$$

the learning equation becomes

$$
\begin{equation*}
\dot{v}_{i}=-\sum_{j} A_{i j} v_{j} \tag{5}
\end{equation*}
$$

We let the example inputs $\xi_{i}^{\mu}$ take the values $\pm 1$, randomly and independently, but it is straightforward to generalize it to any distribution of inputs with $\left\langle\xi_{i}^{\mu} \xi_{j}^{\nu}\right\rangle_{\xi} \propto \delta_{i j} \delta_{\mu \nu}$. For a large number of examples $(p=O(N) \gg 1)$, the resulting generalization ability will be independent of just which $p$ of the $2^{N}$ possible binary input patterns we choose. All our results will then depend only on the fact that we can calculate the spectrum of the matrix $A$.

## 3 GENERALIZATION ABILITY

To measure the generalization ability, we test whether the output of our perceptron with weights $w_{i}$ agrees with that of the teacher with weights $u_{i}$ on all possible binary inputs. Our objective function, which we call the generalization error, is just the square of the error, averaged over all these inputs:

$$
\begin{align*}
F & =\frac{1}{N 2^{N}} \sum_{\{\sigma\}}\left(\sum_{i}\left(u_{i}-w_{i}\right) \sigma_{i}\right)^{2}=\frac{1}{N} \sum_{i j} v_{i} v_{j} \frac{1}{2^{N}} \sum_{\{\sigma\}} \sigma_{i} \sigma_{j} \\
& =\frac{1}{N} \sum_{i} v_{i}^{2} \tag{6}
\end{align*}
$$

(We used that $\frac{1}{2^{N}} \sum_{\{\sigma\}} \sigma_{i} \sigma_{j}$ is zero unless $i=j$.) That is, $F$ is just proportional to the square of the difference between the teacher and pupil weight vectors. With the
$N^{-1}$ normalization factor $F$ will then vary between 1 (tabula rasa) and 0 (perfect generalization) if we normalize $\vec{u}$ to length $\sqrt{N}$. During learning, $w_{i}$ and thus $v_{i}$ depends on time, so $F$ is a function of $t$. The complementary quantity $1-F(t)$ could be called the generalization ability.
In the basis where $A$ is diagonal, the learning equation (5) is simply

$$
\begin{equation*}
\dot{v}_{r}=-A_{r} v_{r} \tag{7}
\end{equation*}
$$

where $A_{r}$ are the eigenvalues of A . This has the solution

$$
\begin{equation*}
v_{r}(t)=v_{r}(0) e^{-A_{r} t}=u_{r}(0) e^{-A_{r} t} \tag{8}
\end{equation*}
$$

where it is assumed that the weights are zero at time $t=0$ (we will come back to the more general case later). Thus we find

$$
\begin{equation*}
F(t)=\frac{1}{N} \sum_{r} v_{r}^{2}(t)=\frac{1}{N} \sum_{r} u_{r}^{2} e^{-2 A_{r} t} \tag{9}
\end{equation*}
$$

Averaging over all possible training sets of size $p$ this can be expressed in terms of the density of eigenvalues of $\mathrm{A}, \rho(\epsilon)$ :

$$
\begin{equation*}
F(t)=\frac{|\vec{u}|^{2}}{N} \int d \epsilon \rho(\epsilon) e^{-2 \epsilon t} \tag{10}
\end{equation*}
$$

In the following it will be assumed that the length of $\vec{u}$ is normalized to $\sqrt{N}$, so the prefactor disappears.
For large $N$, the eigenvalue density is (see, e.g. [11], where it can be obtained simply from the imaginary part of the Green's function in eq.(57))

$$
\begin{equation*}
\rho(\epsilon)=\frac{1}{2 \pi \epsilon} \sqrt{\left(\epsilon_{+}-\epsilon\right)\left(\epsilon-\epsilon_{-}\right)}+(1-\alpha) \theta(1-\alpha) \delta(\epsilon) \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon_{ \pm}=(1 \pm \sqrt{\alpha})^{2} \tag{12}
\end{equation*}
$$

and $\theta()$ is the unit step function. The density has two terms: a 'deformed semicircle' between the roots $\epsilon_{-}$and $\epsilon_{+}$, and for $\alpha<1$ a delta function at $\epsilon=0$ with weight $1-\alpha$. The delta-function term appears because no learning takes place in the subspace orthogonal to that spanned by the training patterns. For $\alpha>1$ the patterns span the whole space, and therefore the delta-function is absent.

The results at infinite time are immediately evident. For $\alpha<1$ there is a nonzero limit, $F(\infty)=1-\alpha$, while $F(\infty)$ vanishes for $\alpha \geq 1$, indicating perfect generalization (the solid line in Figure 1). While on the one hand it may seem remarkable that perfect generalization can be obtained from a training set which forms an infinitesimal fraction of the entire set of possible examples, the meaning of the result is just that $N$ points are sufficient to determine an $N$ - 1-dimensional hyperplane in $N$ dimensions.

Figure 2 shows $F(t)$ as obtained numerically from (10) and (11). The qualitative form of the approach to $F(\infty)$ can be obtained analytically by inspection. For $\alpha \neq 1$, the asymptotic approach is governed by the smallest nonzero eigenvalue $\epsilon_{-}$. Thus we have critical slowing down, with a divergent relaxation time

$$
\begin{equation*}
\tau=\frac{1}{\epsilon_{-}}=\frac{1}{|\sqrt{\alpha}-1|^{2}} \tag{13}
\end{equation*}
$$



Figure 1: The asymptotic generalization error as a function of $\alpha$. The full line corresponds to $\lambda=0$, the dashed line to $\lambda=0.2$, and the dotted line to $w_{0}=1$ and $\lambda=0$.
as the transition at $\alpha=1$ is approached. Right at the critical point, the eigenvalue density diverges for small $\epsilon$ like $\epsilon^{-\frac{1}{2}}$, which leads to the power law

$$
\begin{equation*}
F(t) \propto \frac{1}{\sqrt{t}} \tag{14}
\end{equation*}
$$

at long times. Thus, while exactly $N$ examples are sufficient to produce perfect generalization, the approach to this desirable state is rather slow. A little bit above $\alpha=1, F(t)$ will also follow this power law for times $t \ll \tau$, going over to (slow) exponential decay at very long times $(t \gg \tau)$. By increasing the training set size well above $N$ (say, to $\frac{3}{2} N$ ), one can achieve exponentially fast generalization. Below $\alpha=1$, where perfect generalization is never achieved, there is at least the consolation that the approach to the generalization level the network does reach is exponential (though with the same problem of a long relaxation time just below the transition as just above it).

## 4 EXTENSIONS

In this section we briefly discuss some extensions of the foregoing calculation. We will see what happens if the weights are non-zero at $t=0$, discuss weight decay, and finally consider noise in the learning process.

Weight decay is a simple and frequently-used way to limit the growth of the weights, which might be desirable for several reasons. It is also possible to approximate the problem with binary weights using a weight decay term (the so-called spherical model, see [11]). We consider the simplest kind of weight decay, which comes in as an additive term, $-\lambda w_{i}=-\lambda\left(u_{i}-v_{i}\right)$, in the learning equation (2), so the equation


Figure 2: The generalization error as a function of time for a couple of different $\alpha$.
(5) for the difference between teacher and pupil is now

$$
\begin{equation*}
\dot{v}_{i}=-\sum_{j} A_{i j} v_{j}+\lambda\left(u_{i}-v_{i}\right)=-\sum_{j}\left(A_{i j}+\lambda \delta_{i j}\right) v_{j}+\lambda u_{i} \tag{15}
\end{equation*}
$$

Apart from the last term this just shifts the eigenvalue spectrum by $\lambda$.
In the basis where $A$ is diagonal we can again write down the general solution to this equation:

$$
\begin{equation*}
v_{r}=\frac{\left(1-e^{-\left(A_{r}+\lambda\right) t}\right) \lambda u_{r}}{A_{r}+\lambda}+v_{r}(0) e^{-\left(A_{r}+\lambda\right) t} \tag{16}
\end{equation*}
$$

The square of this is

$$
\begin{equation*}
v_{r}^{2}=u_{r}^{2}\left[\frac{\lambda\left(1-e^{-\left(A_{r}+\lambda\right) t}\right)}{A_{r}+\lambda}+e^{-\left(A_{r}+\lambda\right) t}+\frac{w_{r}(0)}{u_{r}} e^{-\left(A_{r}+\lambda\right) t}\right]^{2} \tag{17}
\end{equation*}
$$

As in (10) this has to be integrated over the eigenvalue spectrum to find the averaged generalization error. Assuming that the initial weights are random, so that $w_{r}(0)=$ 0 , and that they have a relative variance given by

$$
\begin{equation*}
\overline{\left(\frac{w_{r}(0)}{u_{r}}\right)^{2}}=w_{0}^{2} \tag{18}
\end{equation*}
$$

the average of $F(t)$ over the distibution of initial conditions now becomes

$$
\begin{equation*}
F(t)=\int d \epsilon \rho(\epsilon)\left[\left(\frac{\lambda\left(1-e^{-(\epsilon+\lambda) t}\right)}{\epsilon+\lambda}+e^{-(\epsilon+\lambda) t}\right)^{2}+w_{0}^{2} e^{-2(\epsilon+\lambda) t}\right] \tag{19}
\end{equation*}
$$

(Again it is assumed the length of $\vec{u}$ is $\sqrt{N}$.)
For $\lambda=0$ we see the result is the same as before except for a factor $1+w_{0}^{2}$ in front of the integral. This means that the asymptotic generalization error is now

$$
F(\infty)=\left\{\begin{array}{l}
\left(1+w_{0}^{2}\right)(1-\alpha) \text { for } \alpha \leq 1  \tag{20}\\
0 \text { for } \alpha>1,
\end{array}\right.
$$

which is shown as a dotted line in Figure 1 for $w_{0}=1$. The excess error can easily be understood as a contribution to the error from the non-relaxing part of the initial weight vector in the subspace orthogonal to the space spanned by the patterns. The relaxation times are unchanged for $\lambda=0$.

For $\lambda>0$ the relaxation times become finite even at $\alpha=0$, because the smallest eigenvalue is shifted by $\lambda$, so (13) is now

$$
\begin{equation*}
\tau=\frac{1}{\epsilon_{-}+\lambda}=\frac{1}{|\sqrt{\alpha}-1|^{2}+\lambda} \tag{21}
\end{equation*}
$$

In this case the asymptotic error can easily be obtained numerically from (19), and is shown by the dashed line in Figure 1. It is smaller than for $\lambda=0$ for $w_{0}^{2}>1$ at sufficiently small $\alpha$. This is simply because the weight decay makes the part of $\vec{w}(0)$ orthogonal to the pattern space decay away exponentially, thereby eliminating the excess error due to large initial weight components in this subspace.

This phase transition is very sensitive to noise. Consider adding a noise term $\eta_{i}(t)$ to the right-hand side of (2), with

$$
\begin{equation*}
\left\langle\eta_{i}(t) \eta_{j}\left(t^{\prime}\right)\right\rangle=2 T \delta\left(t-t^{\prime}\right) \tag{22}
\end{equation*}
$$

Here we restrict our attention to the case $\lambda=0$. Carrying the extra term through the succeeding manipulations leads, in place of (7), to

$$
\begin{equation*}
\dot{v}_{r}=-A_{r} v_{r}+\eta_{r}(t) \tag{23}
\end{equation*}
$$

The additional term leads to a correction (after Fourier transforming)

$$
\begin{equation*}
\delta v_{r}(\omega)=\frac{\eta_{r}(\omega)}{-i \omega+A_{r}} \tag{24}
\end{equation*}
$$

and thus to an extra (time-independent) piece of the generalization error $F(t)$ :

$$
\begin{equation*}
\delta F=\frac{1}{N} \sum_{r} \int \frac{d \omega}{2 \pi} \frac{\left.\left.\langle | \eta_{r}(\omega)\right|^{2}\right\rangle}{\left|-i \omega+A_{r}\right|^{2}}=\frac{1}{N} \sum_{r} \frac{T}{A_{r}} \tag{25}
\end{equation*}
$$

For $\alpha>1$, where there are no zero eigenvalues, we have

$$
\begin{equation*}
\delta F=T \int_{\epsilon_{-}}^{\epsilon_{+}} d \epsilon \frac{\rho(\epsilon)}{\epsilon} \tag{26}
\end{equation*}
$$

which has the large $\alpha$-limit $T / \alpha$, as found in equilibrium analyses (also for threshold perceptrons $[2,3,5,6,7,8,9]$ ). Equation (26) gives a generalization error which diverges as one approaches the transition at $\alpha=1$ :

$$
\begin{equation*}
\delta F \propto T \epsilon_{-}^{-1 / 2}=\frac{T}{\sqrt{\alpha}-1} . \tag{27}
\end{equation*}
$$

Equation (25) blows up for $\alpha<1$, where some of the $A_{r}$ are zero. This divergence just reflects the fact that in the subspace orthogonal to the training patterns, $\vec{v}$ feels only the noise and so exhibits a random walk whose variance diverges as $t \rightarrow \infty$. Keeping more careful track of the dynamics in this subspace leads to

$$
\begin{align*}
\delta F= & 2 T(1-\alpha) t+T \int_{\varepsilon_{-}}^{\epsilon_{+}} d \epsilon \frac{\rho(\epsilon)}{\epsilon} \\
& \underset{\alpha \rightarrow 1^{-}}{\longrightarrow} 2 T\left[(1-\alpha) t+O\left(\frac{1}{1-\sqrt{\alpha}}\right)\right] \tag{28}
\end{align*}
$$

## 5 CONCLUSION

Generalization in the linear perceptron can be understood in the following picture. To get perfect generalization the training pattern vectors have to span the whole input space $-N$ points (in general position) are enough to specify any hyperplane. This means that perfect generalization appears only for $\alpha \geq 1$. As $\alpha$ approaches 1 the relaxation time - i.e. learning time - diverges, signaling a phase transition, as is common in physical systems. Noise has a severe effect on this transition. It leads to a degradation of the generalization ability which diverges as one reduces the number of training examples toward the critical number.

This model is of course much simpler than most real-life training problems. However, it does allow us to examine in detail the dynamical phase transition separating perfect from imperfect generalization. Further extensions of the model can also be solved and will be reported elsewhere.
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