Learning to Synthesize Programs as Interpretable and Generalizable Policies

Dweep Trivedi† † † Jesse Zhang∗† Shao-Hua Sun† Joseph J. Lim†††
University of Southern California
{dtrivedi, jessez, shaohuas, limjj}@usc.edu

Abstract

Recently, deep reinforcement learning (DRL) methods have achieved impressive performance on tasks in a variety of domains. However, neural network policies produced with DRL methods are not human-interpretable and often have difficulty generalizing to novel scenarios. To address these issues, prior works explore learning programmatic policies that are more interpretable and structured for generalization. Yet, these works either employ limited policy representations (e.g. decision trees, state machines, or predefined program templates) or require stronger supervision (e.g. input/output state pairs or expert demonstrations). We present a framework that instead learns to synthesize a program, which details the procedure to solve a task in a flexible and expressive manner, solely from reward signals. To alleviate the difficulty of learning to compose programs to induce the desired agent behavior from scratch, we propose to first learn a program embedding space that continuously parameterizes diverse behaviors in an unsupervised manner and then search over the learned program embedding space to yield a program that maximizes the return for a given task. Experimental results demonstrate that the proposed framework not only learns to reliably synthesize task-solving programs but also outperforms DRL and program synthesis baselines while producing interpretable and more generalizable policies. We also justify the necessity of the proposed two-stage learning scheme as well as analyze various methods for learning the program embedding. Website at https://clvrai.com/leaps.

1 Introduction

Recently, deep reinforcement learning (DRL) methods have demonstrated encouraging performance on a variety of domains such as outperforming humans in complex games [1–4] or controlling robots [5–11]. Despite the recent progress in the field, acquiring complex skills through trial and error still remains challenging and these neural network policies often have difficulty generalizing to novel scenarios. Moreover, such policies are not interpretable to humans and therefore are difficult to debug when these challenges arise.

To address these issues, a growing body of work aims to learn programmatic policies that are structured in more interpretable and generalizable representations such as decision trees [12], state-machines [13], and programs described by domain-specific programming languages [14, 15]. Yet, the programmatic representations employed in these works are often limited in expressiveness due to constraints on the policy spaces. For example, decision tree policies are incapable of naïvely generating repetitive behaviors, state machine policies used in [13] are computationally complex to
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scale to policies representing diverse behaviors, and the programs of [14, 15] are constrained to a set of predefined program templates. On the other hand, program synthesis works that aim to represent desired behaviors using flexible domain-specific programs often require extra supervision such as input/output pairs [16–20] or expert demonstrations [21, 22], which can be difficult to obtain.

In this paper, we present a framework to instead synthesize human-readable programs in an expressive representation, solely from rewards, to solve tasks described by Markov Decision Processes (MDPs). Specifically, we represent a policy using a program composed of control flows (e.g. if/else and loops) and an agent’s perceptions and actions. Our programs can flexibly compose behaviors through perception-conditioned loops and nested conditional statements. However, composing individual program tokens (e.g. if, while, move()) in a trial-and-error fashion to synthesize programs that can solve given MDPs can be extremely difficult and inefficient.

To address this problem, we propose to first learn a latent program embedding space where nearby latent programs correspond to similar behaviors and allows for smooth interpolation, together with a program decoder that can decode a latent program to a program consisting of a sequence of program tokens. Then, when a task is given, this embedding space allows us to iteratively search over candidate latent programs to find a program that induces desired behavior to maximize the reward. Specifically, this embedding space is learned through reconstruction of randomly generated programs and the behaviors they induce in the environment in an unsupervised manner. Once learned, the embedding space can be reused to solve different tasks without retraining.

To evaluate the proposed framework, we consider the Karel domain [23], featuring an agent navigating through a gridworld and interacting with objects to solve tasks such as stacking and navigation. The experimental results demonstrate that the proposed framework not only learns to reliably synthesize task-solving programs but also outperforms program synthesis and deep RL baselines. In addition, we justify the necessity of the proposed two-stage learning scheme as well as conduct an extensive analysis comparing various approaches for learning the latent program embedding spaces. Finally, we perform experiments which highlight that the programs produced by our proposed framework can both generalize to larger state spaces and unseen state configurations as well as be interpreted and edited by humans to improve their task performance.

2 Related Work

Neural program induction and synthesis. Program induction methods [20, 24–36] aim to implicitly induce the underlying programs to mimic the behaviors demonstrated in given task specifications such as input/output pairs or expert demonstrations. On the other hand, program synthesis methods [16–19, 21, 37–58] explicitly synthesize the underlying programs and execute the programs to perform the tasks from task specifications such input/output pairs, demonstrations, language instructions. In contrast, we aim to learn to synthesize programs solely from reward described by an MDP without other task specifications. Similarly to us, a two-stage synthesis method is proposed in [46]. Yet, the task is to match truth tables for given test programs rather than solve MDPs. Their first stage requires the entire ground-truth table for each program synthesized during training, which is infeasible to apply to our problem setup (i.e. synthesizing imperative programs for solving MDPs).

Learning programmatic policies. Prior works have also addressed the problem of learning programmatic policies [59–61]. Bastani et al. [12] learns a decision tree as a programmatic policy for pong and cartpole environments by imitating an oracle neural policy. However, decision trees are incapable of representing repeating behaviors on their own. Silver et al. [49] addresses this by including a loop-style token for their decision tree policy, though it is still not as expressive as synthesized loops. Inala et al. [13] learns programmatic policies as finite state machines by imitating a teacher policy, although finite state machine complexity can scale quadratically with the number of states, making them difficult to scale to more complex behaviors.

Another line of work instead synthesizes programs structured in Domain Specific Languages (DSLs), allowing humans to design tokens (e.g. conditions and operations) and control flows (e.g. while loops, if statements, reusable functions) to induce desired behaviors and can produce human interpretable programs. Verma et al. [14, 15] distill neural network policies into programmatic policies. Yet, the initial programs are constrained to a set of predefined program templates. This significantly limits the scope of synthesizable programs and requires designing such templates for each task. In contrast,
our method can synthesize diverse programs, without templates, which can flexibly represent the complex behaviors required to solve various tasks.

3 Problem Formulation

We are interested in learning to synthesize a program structured in a given DSL that can be executed to solve a given task described by an MDP, purely from reward. In this section, we formally define our definition of a program and DSL, tasks described by MDPs, and the problem formulation.

Program and Domain Specific Language. The programs, or programmatic policies, considered in this work are defined based on a DSL as shown in Figure 1. The DSL consists of control flows and an agent’s perceptions and actions. A perception indicates circumstances in the environment (e.g. frontIsClear()) that can be perceived by an agent, while an action defines a certain behavior that can be performed by an agent (e.g. move(), turnLeft()). Control flow includes if/else statements, loops, and boolean/logical operators to compose more sophisticated conditions. A policy considered in this work is described by a program \( \rho \) which is executed to produce a sequence of actions given perceptions from the environment.

MDP. We consider finite-horizon discounted MDPs with initial state distribution \( \mu(s_0) \) and discount factor \( \gamma \). For a fixed sequence \( \{(s_0, a_0), \ldots, (s_T, a_T)\} \) of states and actions obtained from a rollout of a given policy, the performance of the policy is evaluated based on a discounted return \( \sum_{t=0}^{T} \gamma^t r_t \), where \( T \) is the horizon of the episode and \( r_t = R(s_t, a_t) \) the reward function.

Objective. Our objective is \( \max_{\rho} E_{\rho \sim \text{EXEC}(\rho), s_0 \sim \mu} [\sum_{t=0}^{T} \gamma^t r_t] \), where EXEC returns the actions induced by executing a program policy \( \rho \) in the environment. Note that one can view this objective as a special case of the standard RL objective, where the policy is represented as a program which follows the grammar of the DSL and the policy rollout is obtained by executing the program.

4 Approach

Our goal is to develop a framework that can synthesize a program (i.e. a programmatic policy) structured in a given DSL that can be executed to solve a task of interest. This requires the ability to synthesize a program that is not only valid for execution (e.g. grammatically correct) but also describes desired behaviors for solving the task from only the reward. Yet, learning to synthesize such a program from scratch for every new task can be difficult and inefficient.

To this end, we propose our Learning Embeddings for Latent Program Synthesis framework, dubbed LEAPS, as illustrated in Figure 2. LEAPS first learns a latent program embedding space that continuously parameterizes diverse behaviors and a program decoder that decodes a latent program to a program consisting of a sequence of program tokens. Then, when a task is given, we iteratively search over this embedding space and decode each candidate latent program using the decoder to find a program that maximizes the reward. This two-stage learning scheme not only enables learning to synthesize programs to acquire desired behaviors described by MDPs solely from reward, but also allows reusing the learned embedding space to solve different tasks without retraining.

In the rest of this section, we describe how we construct the model and our learning objectives for the latent program embedding space in Section 4.1. Then, we present how a program that describes desired behaviors for a given task can be found through a search algorithm in Section 4.2.

4.1 Learning a Program Embedding Space

To learn a latent program embedding space, we propose to train a variational autoencoder (VAE) [62] that consists of a program encoder \( q_\phi \) which encodes a program \( \rho \) to a latent program \( z \) and a program decoder \( p_\theta \) which reconstructs the program from the latent. Specifically, the VAE is trained through
Figure 2: (a) **Learning program embedding stage**: we propose to learn a program embedding space by training a program encoder $q_{\phi}$ that encodes a program as a latent program $z$, a program decoder $p_{\theta}$ that decodes the latent program $z$ back to a reconstructed program $\hat{\rho}$, and a policy $\pi$ that conditions on the latent program $z$ and acts as a neural program executor to produce the execution trace of the latent program $z$. The model optimizes a combination of a program reconstruction loss $\mathcal{L}^P$, a program behavior reconstruction loss $\mathcal{L}^R$, and a latent behavior reconstruction loss $\mathcal{L}^L$. $a_1, a_2, ..., a_t$ denotes actions produced by either the policy $\pi$ or program execution. (b) **Latent program search stage**: we use the Cross Entropy Method to iteratively search for the best candidate latent programs that can be decoded and executed to maximize the reward to solve given tasks.

reconstruction of randomly generated programs and the behaviors they induce in the environment in an unsupervised manner. Architectural details are listed in Section L.6.

Since we aim to iteratively search over the learned embedding space to achieve certain behaviors when a task is given, we want this embedding space to allow for smooth behavior interpolation (i.e. programs that exhibit similar behaviors are encoded closer in the embedding space). To this end, we propose to train the model by optimizing the following three objectives.

### 4.1.1 Program Reconstruction

To learn a program embedding space, we train a program encoder $q_{\phi}$ and a program decoder $p_{\theta}$ to reconstruct programs composed of sequences of program tokens. Given an input program $\rho$ consisting of a sequence of program tokens, the encoder processes the input program one token at a time and produces a latent program embedding $z$. Then, the decoder outputs program tokens one by one from the latent program embedding $z$ to synthesize a reconstructed program $\hat{\rho}$. Both the encoder and the decoder are recurrent neural networks and are trained to optimize the $\beta$-VAE [63] loss:

$$\mathcal{L}^P_{\theta, \phi}(\rho) = -\mathbb{E}_{z \sim q_{\phi}(z|\rho)}[\log p_{\theta}(\rho|z)] + \beta D_{KL}(q_{\phi}(z|\rho) \| p_{\theta}(z)).$$

### 4.1.2 Program Behavior Reconstruction

While the loss in Eq. 1 enforces that the model encodes syntactically similar programs close to each other in the embedding space, we also want to encourage programs with the same semantics to have similar program embeddings. An example that demonstrates the importance of this is the program aliasing issue, where different programs have identical program semantics (e.g. $\text{repeat}(2): \text{move}()$ and $\text{move}() \text{ move}()$). Thus, we introduce an objective that compares the execution traces of the input program and the reconstructed program. Since the program execution process is not differentiable, we optimize the model via REINFORCE [64]:

$$\mathcal{L}^R_{\theta, \phi}(\rho) = -\mathbb{E}_{z \sim q_{\phi}(z|\rho)}[\mathbb{R}_{\text{mat}}(p_{\theta}(\rho|z), \rho)],$$
where \( R_{\text{mat}}(\hat{\rho}, \rho) \), the reward for matching the input program’s behavior, is defined as

\[
R_{\text{mat}}(\hat{\rho}, \rho) = \mathbb{E}_\mu\left[ \frac{1}{N} \sum_{t=1}^{N} \mathbb{I}\{\text{EXEC}_i(\hat{\rho}) == \text{EXEC}_i(\rho) \forall i = 1, 2, \ldots t\}\right],
\]

where \( N \) is the maximum of the lengths of the execution traces of both programs, and \( \text{EXEC}_i(\rho) \) represents the action taken by program \( \rho \) at time \( i \). Thus this objective encourages the model to embed behaviorally similar yet possibly syntactically different programs to similar latent programs.

### 4.1.3 Latent Behavior Reconstruction

To further encourage learning a program embedding space that allows for smooth behavior interpolation, we devise another source of supervision by learning a program embedding-conditioned policy. Denoted \( \pi(a|z,s_t) \), this recurrent policy takes the program embedding \( z \) produced by the program encoder and learns to predict corresponding agent actions. One can view this policy as a neural program executor that allows gradient propagation through the policy and the program encoder by optimizing the cross entropy between the actions obtained by executing the input program \( \rho \) and the actions predicted by the policy:

\[
\mathcal{L}^\pi_\rho(\rho, \pi) = -\mathbb{E}_\mu\left[ \sum_{t=1}^{M} \sum_{|A|} \mathbb{I}\{\text{EXEC}_i(\hat{\rho}) == \text{EXEC}_i(\rho)\} \log \pi(a_i|z,s_t)\right],
\]

where \( M \) denotes the length of the execution of \( \rho \). Optimizing this objective directly encourages the program embeddings, through supervised learning instead of RL as in \( \mathcal{L}^R \), to be useful for action reconstruction, thus further ensuring that similar behaviors are encoded together and allowing for smooth interpolation. Note that this policy is only used for improving learning the program embedding space not for solving the tasks of interest in the later stage.

In summary, we propose to optimize three sources of supervision to learn the program embedding space that allows for smooth interpolation and can be used to search for desired agent behaviors: (1) \( \mathcal{L}^p \) (Eq. 1), the \( \beta \)-VAE objective for program reconstruction, (2) \( \mathcal{L}^R \) (Eq. 2), an RL environment-state matching loss for the reconstructed program, and (3) \( \mathcal{L}^L \) (Eq. 4), a supervised learning loss to encourage predicting the ground-truth agent action sequences. Thus our combined objective is:

\[
\min_{\hat{\rho}, \rho, \pi} \lambda_1 \mathcal{L}^p_{\theta, \phi}(\rho) + \lambda_2 \mathcal{L}^R_{\theta, \phi}(\rho) + \lambda_3 \mathcal{L}^L_{\pi}(\rho, \pi),
\]

where \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) are hyperparameters controlling the importance of each loss. Optimizing the combination of these losses encourages the program embedding to be both semantically and syntactically informative. More training details can be found in Section L.6.

### 4.2 Latent Program Search: Synthesizing a Task-Solving Program

Once the program embedding space is learned, our goal becomes searching for a latent program that maximizes the reward described by a given task MDP. To this end, we adapt the Cross Entropy Method (CEM) [65], a gradient-free continuous search algorithm, to iteratively search over the program embedding space. Specifically, we (1) sample a distribution of latent programs, (2) decode the sampled latent programs into programs using the learned program decoder \( p_\theta \), (3) execute the programs in the task environment and obtain the corresponding rewards, and (4) update the CEM sampling distribution based on the rewards. This process is repeated until either convergence or the maximum number of sampling steps has been reached.

### 5 Experiments

We first introduce the environment and the tasks in Section 5.1 and describe the experimental setup in Section 5.2. Then, we justify the design of LEAPS by conducting extensive ablation studies in Section 5.3. We describe the baselines used for comparison in Section 5.4, followed by the experimental results presented in Section 5.5. In Section 5.6, we conduct experiments to evaluate the ability of our method to generalize to a larger state space without further learning. Finally, we investigate how LEAPS’ interpretability can be leveraged by conducting experiments that allow humans to debug and improve the programs synthesized by LEAPS in Section 5.7.
5.1 Karel domain

To evaluate the proposed framework, we consider the Karel domain [23], as featured in [17, 19, 21], which features an agent navigating through a gridworld with walls and interacting with markers. The agent has 5 actions for moving and interacting with marker and 5 perceptions for detecting obstacles and markers. The tasks of interest are shown in Figure 3. Note that most tasks have randomly sampled agent, wall, marker, and/or goal configurations. When either training or evaluating, we randomly sample initial configurations upon every episode reset. More details can be found in Section K.

5.2 Programs

To produce programs for learning the program embedding space, we randomly generated a dataset of 50,000 unique programs. Note that the programs are generated independently of any Karel tasks; each program is created only by sampling tokens from the DSL, similar to the procedures used in [16–19, 21, 22]. This dataset is split into a training set with 35,000 programs a validation set with 7,500 programs, and a testing set with 7,500 programs. The validation set is used to select the learned program embedding space to use for the program synthesis stage.

For each program, we sample random Karel states and execute the program on them from different starting states to obtain 10 environment rollouts to compute the program behavior reconstruction loss $L_R$ and the latent behavior reconstruction loss $L_L$ when learning the program embedding space. We perform checks to ensure rollouts cover all execution branches in the program so that they are representative of all aspects of the program’s behavior. The maximum length of the programs is 44 tokens and the average length is 17.9. We plot a histogram of their lengths in Figure 14 (in Appendix). More dataset generation details can be found in Section J.

5.3 Ablation Study

We first ablate various components of our proposed framework in order to (1) justify the necessity of the proposed two-stage learning scheme and (2) identify the effects of the proposed objectives. We consider the following baselines and ablations of our method (illustrated Section I).

- Naïve: a program synthesis baseline that learns to directly synthesize a program from scratch by recurrently predicting a sequence of program tokens. This baseline investigates if an end-to-end learning method can solve the problem. More details can be found in Section L.4.
- LEAPS-P: the simplest ablation of LEAPS, in which the program embedding space is learned by only optimizing the program reconstruction loss $L_P$ (Eq. 1).
- LEAPS-P+R: an ablation of LEAPS which optimizes both the program reconstruction loss $L_P$ (Eq. 1) and the program behavior reconstruction loss $L_R$ (Eq. 2).
- LEAPS-P+L: an ablation of LEAPS which optimizes both the program reconstruction loss $L_P$ (Eq. 1) and the latent behavior reconstruction loss $L_L$ (Eq. 4).
- LEAPS (LEAPS-P+R+L): LEAPS with all the losses, optimizing our full objective in Eq. 5.
- LEAPS-rand-{8/64}: similar to LEAPS, this ablation also optimizes the full objective (Eq. 5) for learning the program embedding space. Yet, when searching latent programs, instead of CEM, it simply randomly samples 8/64 candidate latent programs and chooses the best performing one. These baselines justify the effectiveness of using CEM for searching latent programs.
### Table 1: Program behavior reconstruction rewards (standard deviations) across all methods.

<table>
<thead>
<tr>
<th>Program Behavior Reconstruction Rewards</th>
<th>Naïve</th>
<th>LEAPS-P</th>
<th>LEAPS-P+R</th>
<th>LEAPS-P+L</th>
<th>LEAPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHILE IFELSE+WHILE 2IF+IFELSE WHILE+2IF+IFELSE Avg Reward</td>
<td>0.65 (0.33) 0.83 (0.07) 0.61 (0.33) 0.16 (0.06) 0.56</td>
<td>0.95 (0.13) 0.82 (0.08) 0.58 (0.35) 0.33 (0.17) 0.67</td>
<td>0.98 (0.09) 0.77 (0.05) 0.63 (0.25) 0.52 (0.27) 0.72</td>
<td>1.06 (0.00) 0.84 (0.10) 0.77 (0.23) 0.33 (0.13) 0.75</td>
<td>0.62 (0.24) 0.49 (0.09) 0.36 (0.18) 0.28 (0.14) 0.44</td>
</tr>
<tr>
<td>LEAPS-rand-8</td>
<td>0.78 (0.22) 0.63 (0.09) 0.55 (0.20) 0.37 (0.09) 0.58</td>
<td>1.06 (0.08) 0.87 (0.13) 0.85 (0.30) 0.57 (0.23) 0.84</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Program Behavior Reconstruction.** To determine the effectiveness of the proposed two-stage learning scheme and the learning objectives, we measure how effective each ablation is at reconstructing the behaviors of input programs. We use programs from the test set (shown in Figure 9 in Appendix), and utilize the environment state matching reward $R_{\text{mat}}(\hat{\rho}, \rho)$ (Eq. 3), with a 0.1 bonus for synthesizing a syntactically correct program. Thus the return ranges between $[0, 1.1]$. We report the mean cumulative return, over 5 random seeds, of the final programs after convergence.

The results are reported in Table 1. Each test is named after its control flows (e.g. IFELSE+WHILE has an if-else statement and a while loop). The naïve program synthesis baseline fails on the complex WHILE+2IF+IFELSE program, as it rarely synthesizes conditional and loop statements, instead generating long sequences of action tokens that attempt to replicate the desired behavior of those statements (see synthesized programs in Figure 10). We believe that this is because it is incentivized to initially predict action tokens to gain more immediate reward, making it less likely to synthesize other tokens. LEAPS and its variations perform better and synthesize more complex programs, demonstrating the importance of the proposed two-stage learning scheme in biasing program search.

We also note that LEAPS-P achieves the worst performance out of the CEM search LEAPS ablations, indicating that optimizing the program reconstruction loss $L^p$ (the VAE loss) alone does not yield satisfactory results. Jointly optimizing $L^p$ with either the program behavior reconstruction loss $L^r$ or the latent behavior reconstruction loss $L^l$ improves the performance, and optimizing our full objective with all three achieves the best performance across all tasks, indicating the effectiveness of the proposed losses. Finally, LEAPS outperforms LEAPS-rand-8/64, suggesting the necessity of adopting better search algorithms such as CEM.

### Table 2: Program embedding space smoothness. For each program, we execute the ten nearest programs in the learned embedding space of each model to calculate the mean state-matching reward $R_{\text{mat}}$ against the original program. We report $R_{\text{mat}}$ averaged over all programs in each dataset.

<table>
<thead>
<tr>
<th>Program Embedding Space Smoothness.</th>
<th>LEAPS-P</th>
<th>LEAPS-P+R</th>
<th>LEAPS-P+L</th>
<th>LEAPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRAINING</td>
<td>0.22</td>
<td>0.22</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>VALIDATION</td>
<td>0.22</td>
<td>0.21</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td>TESTING</td>
<td>0.22</td>
<td>0.22</td>
<td>0.28</td>
<td>0.27</td>
</tr>
</tbody>
</table>

**Program Embedding Space Smoothness.** We investigate if the program and latent behavior reconstruction losses encourage learning a behaviorially smooth embedding space. To quantify behavioral smoothness, we measure how much a change in the embedding space corresponds to a change in behavior by comparing execution traces. For all programs we compute the pairwise Euclidean distance between their embeddings in each model. We then calculate the environment state matching distance $R_{\text{mat}}$ between the decoded programs by executing them from the same initial state.

The results are reported in Table 2. LEAPS and LEAPS-P+L perform the best, suggesting that optimizing the latent behavior reconstruction objective $L^l$, in Eq. 4, is essential for improving the smoothness of the latent space in terms of execution behavior. We further analyze and visualize the learned program embedding space in Section A and Figure 4 (in Appendix).

### 5.4 Baselines

We evaluate LEAPS against the following baselines (illustrated in Figure 13 in Appendix Section I).

- **DRL**: a neural network policy trained on each task and taking raw states (Karel grids) as input.
- **DRL-abs**: a recurrent neural network policy directly trained on each Karel task but taking abstract states as input (i.e. it sees the same perceptions as LEAPS, e.g. `frontIsClear()==true`).
- **DRL-abs-t**: a DRL transfer learning baseline in which for each task, we train DRL-abs policies on all other tasks, then fine-tune them on the current task. Thus it acquires a prior by learning to
Table 3: Mean return (standard deviation) of all methods across Karel tasks, evaluated over 5 random seeds. DRL methods, program synthesis baselines, and LEAPS ablations are separately grouped.

<table>
<thead>
<tr>
<th>Method</th>
<th>STAIRCLIMBER</th>
<th>FOURCORNER</th>
<th>TOPOFF</th>
<th>MAZE</th>
<th>CLEANHOUSE</th>
<th>HARVESTER</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRL</td>
<td>1.00 (0.00)</td>
<td>0.29 (0.05)</td>
<td>0.32 (0.07)</td>
<td>1.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.50 (0.10)</td>
</tr>
<tr>
<td>DRL-abs</td>
<td>0.13 (0.29)</td>
<td>0.36 (0.44)</td>
<td>0.63 (0.23)</td>
<td>1.00 (0.00)</td>
<td>0.01 (0.02)</td>
<td>0.32 (0.18)</td>
</tr>
<tr>
<td>DRL-abs-t</td>
<td>0.00 (0.00)</td>
<td>0.05 (0.10)</td>
<td>0.17 (0.11)</td>
<td>1.00 (0.00)</td>
<td>0.01 (0.02)</td>
<td>0.16 (0.18)</td>
</tr>
<tr>
<td>HRL</td>
<td>-0.51 (0.17)</td>
<td>0.01 (0.00)</td>
<td>0.17 (0.11)</td>
<td>0.62 (0.05)</td>
<td>0.01 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>HRL-abs</td>
<td>-0.05 (0.07)</td>
<td>0.00 (0.00)</td>
<td>0.19 (0.12)</td>
<td>0.56 (0.03)</td>
<td>0.00 (0.00)</td>
<td>-0.03 (0.02)</td>
</tr>
<tr>
<td>Naïve</td>
<td>0.40 (0.49)</td>
<td>0.13 (0.15)</td>
<td>0.26 (0.27)</td>
<td>0.76 (0.43)</td>
<td>0.07 (0.09)</td>
<td>0.21 (0.25)</td>
</tr>
<tr>
<td>VIPER</td>
<td>0.02 (0.02)</td>
<td>0.40 (0.42)</td>
<td>0.30 (0.06)</td>
<td>0.69 (0.05)</td>
<td>0.00 (0.00)</td>
<td>0.51 (0.07)</td>
</tr>
<tr>
<td>LEAPS-rand-8</td>
<td>0.10 (0.17)</td>
<td>0.10 (0.14)</td>
<td>0.28 (0.05)</td>
<td>0.40 (0.50)</td>
<td>0.00 (0.00)</td>
<td>0.07 (0.06)</td>
</tr>
<tr>
<td>LEAPS-rand-64</td>
<td>0.18 (0.40)</td>
<td>0.20 (0.11)</td>
<td>0.33 (0.07)</td>
<td>0.58 (0.41)</td>
<td>0.03 (0.06)</td>
<td>0.12 (0.05)</td>
</tr>
<tr>
<td>LEAPS</td>
<td>1.00 (0.00)</td>
<td>0.45 (0.40)</td>
<td>0.81 (0.07)</td>
<td>1.00 (0.00)</td>
<td>0.18 (0.14)</td>
<td>0.45 (0.28)</td>
</tr>
</tbody>
</table>

first solve other Karel tasks. Rewards are reported for the policies from the task that transferred with highest return. We only transfer DRL-abs policies as some tasks have different state spaces.

- **HRL**: a hierarchical RL baseline in which a VAE is first trained on action sequences from program execution traces used by LEAPS. Once trained, the decoder is utilized as a low-level policy for learning a high-level policy to sample actions from. Similar to LEAPS, this baseline utilizes the dataset to produce a prior of the domain. It takes raw states (Karel grids) as input.
- **HRL-abs**: the same method as HRL but taking abstract states (*i.e.* local perceptions) as input.
- **VIPER** [12]: A decision-tree programmatic policy which imitates the behavior of a deep RL teacher policy via a modified DAgger algorithm [66]. This decision tree policy cannot synthesize loops, allowing us to highlight the performance advantages of more expressive program representation that LEAPS is able to take advantage of.

All the baselines are trained with PPO [67] or SAC [68], including the VIPER teacher policy. More training details can be found in Section L.

### 5.5 Results

We present the results of the baselines and our method evaluated on the Karel task set based on the environment rewards in Table 3. The reward functions are sparse for all tasks, and are normalized such that the final cumulative return is within \([-1, 1]\) for tasks with penalties and \([0, 1]\) for tasks without; reward functions for each task are detailed in Section K.

**Overall Task Performance.** Across all but one task, LEAPS yields the best performance. The LEAPS-rand baselines perform significantly worse than LEAPS on all Karel tasks, demonstrating the need for using a search algorithm like CEM during synthesis. The performance of VIPER is bounded by its RL teacher policy, and therefore is outperformed by the DRL baselines on most of the tasks. Meanwhile, DRL-abs-t is generally unable to improve upon DRL-abs across the board, suggesting that transferring Karel behaviors with RL from one task to another is ineffective. Furthermore, both the HRL baselines achieve poor performance, likely because agent actions alone provide insufficient supervision for a VAE to encode useful action trajectories on unseen tasks—unlike programs. Finally, the poor performance of the naïve program synthesis baseline highlights the difficulty and inefficiency of learning to synthesize programs from scratch using only rewards. In the appendix, we present programs synthesized by LEAPS in Figure 11, example optimal programs for each task in Section F (Figure 9), rollout visualizations in Figure 16, and additional results analysis in Section H.

**Repetitive Behaviors.** Solving STAIRCLIMBER and FOURCORNER requires acquiring repetitive (or looping) behaviors. STAIRCLIMBER, which can be solved by repeating a short, 4-step stair-climbing behavior until the goal marker is reached, is not solved by DRL-abs. LEAPS fully solves the task given the same perceptions, as this behavior can be simply represented with a while loop that repeats the stair-climbing skill. However VIPER performs poorly as its decision tree cannot represent such loops. Similarly, the baselines are unable to perform as well on FOURCORNER, a task in which the agent must pickup a marker located in each corner of the grid. This behavior takes at least 14 timesteps to complete, but can be represented by two nested loops. Similar to STAIRCLIMBER, the bias introduced by the DSL and our generated dataset (which includes nested loops), results in LEAPS being able to perform much better.
Exploration. TopOff rewards the agent for adding markers to locations with existing markers. However, there are no restrictions for the agent to wander elsewhere around the environment, thus making exploration a problem for the RL baselines, and thereby also constraining VIPER. LEAPS performs best on this task, as the ground-truth program can be represented by a simple loop that just moves forward and places markers when a marker is detected. Maze also involves exploration, however its small size (8 × 8) results in many methods, including LEAPS, solving the task.

Complexity. Solving Harvester and CleanHouse requires acquiring complex behaviors, resulting in poor performance from all methods. CleanHouse requires an agent to navigate through a house and pick up all markers along the walls on the way. This requires repeated execution of a skill, of varied length, which navigates around the house, turns into rooms, and picks up markers. As such, all baselines perform very poorly. However, LEAPS is able to perform substantially better because these behaviors can be represented by a program of medium complexity with a while loop and some nested conditional statements. On the other hand, Harvester involves simply navigating to and picking up a marker on every spot on the grid. However, this is a difficult program to synthesize given our random dataset generation process; the program we manually derive to solve Harvester is long and more syntactically complex than most training programs. As a result, DRL and VIPER outperform LEAPS on this task.

Learned Program Embedding Space. More analysis on our learned program embedding space can be found in the appendix. We present CEM search trajectory visualizations in Section B, demonstrating how the search population’s rewards change over time. To qualitatively investigate the smoothness of the learned program embedding space, we linearly interpolate between pairs of latent programs and display their corresponding decoded programs in Section C. In Section D, we illustrate how predicted programs evolve over the course of CEM search.

5.6 Generalization

We are also interested in learning whether the baselines and the programs synthesized by LEAPS can generalize to novel scenarios without further learning. Specifically, we investigate how well they can generalize to larger state spaces. We expand both StairClimber and Maze to 100 × 100 grid sizes (from 12 × 12 and 8 × 8, respectively). We directly evaluate the policies or programs obtained from the original tasks with smaller state spaces for all methods except DRL (its observation space changes), which we retrain from scratch. The results are shown in Table 4. All baselines perform significantly worse than before on both tasks. On the contrary, the programs synthesized by LEAPS for the smaller task instances achieve zero-shot generalization to larger task instances without losing any performance. Larger grid size experiments for the other Karel tasks and additional unseen configuration experiments can be found in Section G.

5.7 Interpretability

Interpretability in machine learning [69, 70] is particularly crucial when it comes to learning a policy that interacts with the environment [71–78]. The proposed framework produces programmatic policies that are interpretable from the following aspects as outlined in [70].

- Trust: interpretable machine learning methods and models may more easily be trusted since humans tend to be reluctant to trust systems that they do not understand. Programs synthesized by LEAPS can naturally be better trusted since one can simply read and interpret them.
- Contestability: the program execution traces produce a chain of reasoning for each action, providing insights on the induced behaviors and thus allowing for contesting improper decisions.
- Safety: synthesizing readable programs allows for diagnosing issues earlier (i.e. before execution) and provides opportunities to intervene, which is especially critical for safety-critical tasks.

In the rest of this section, we investigate how the proposed framework enjoys interpretability from the three aforementioned aspects. Specifically, synthesized programs are not only readable to human users but also interactive, allowing non-expert users with a basic understanding of programming to diagnose and make edits to improve their performance. To demonstrate this, we asked non-expert
human to read, interpret, and edit suboptimal LEAPS policies to improve their performance. Participants edited LEAPS programs on 3 Karel tasks with suboptimal reward: TopOff, FourCorner, and Harvester. With just 3 edits, participants obtained a mean reward improvement of 97.1%, and with 5 edits, participants improved it by 125%. This justifies how our synthesized policies can be manually diagnosed and improved, a property which DRL methods lack. More details and discussion can be found in Section E.

6 Discussion

We propose a framework for solving tasks described by MDPs by producing programmatic policies that are more interpretable and generalizable than neural network policies learned by deep reinforcement learning methods. Our proposed framework adopts a flexible program representation and requires only minimal supervision compared to prior programmatic reinforcement learning and program synthesis works. Our proposed two-stage learning scheme not only alleviates the difficulty of learning to synthesize programs from scratch but also enables reusing its learned program embedding space for various tasks. The experiments demonstrate that our proposed framework outperforms DRL and programmatic baselines on a set of Karel tasks by producing expressive and generalizable programs that can consistently solve the tasks. Ablation studies justify the necessity of the proposed two-stage learning scheme as well as the effectiveness of the proposed learning objectives.

While the proposed framework achieves promising results, we would like to acknowledge two assumptions that are implicitly made in this work. First, we assume the existence of a program executor that can produce execution traces of programs. This program executor needs to be able to return perceptions from the environment state as well as apply actions to the environment. While this assumption is widely made in program synthesis works, a program executor can still be difficult to obtain when it comes to real-world robotic tasks. Fortunately, in research fields such as computer vision or robotics, a great amount of effort has been put into satisfying this assumption such as designing modules that can return high-level abstraction of raw sensory input (e.g., with object detection networks, proximity/tactile sensors, etc.).

Secondly, we assume that it is possible to generate a distribution of programs whose behaviors are at least remotely related to the desired behaviors for solving the tasks of interest. It can be difficult to synthesize programs which represent behaviors that are more complex than ones in the training program distribution, although one possible solution is to employ a better program generation process to generate programs that induce more complex behaviors. Also, the choice of DSL plays an important role in how complex the programs can be. Ideally, employing a more complex DSL would allow our proposed framework to synthesize more advanced agent behaviors.

In the future, we hope to extend the proposed framework to more challenging domains such as real-world robotics. We believe this framework would allow for deploying robust, interpretable policies for safety-critical tasks such as robotic surgeries. One way to make LEAPS applicable to robotics domains would be to simultaneously learn perception modules and action controllers. Other possible solutions include incorporating program execution methods [79–84] that are designed to allow program execution or designing DSLs that allow pre-training of perception modules and action controllers. Also, the proposed framework shares some characteristics with works in multi-task RL [79, 80, 85–89] and meta-learning [90–99]. Specifically, it learns a program embedding space from a distribution of tasks/programs. Once the program embedding space is learned, it can be reused to solve different tasks without retraining.

Yet, extending LEAPS to such domains can potentially lead to some negative societal impacts. For example, our framework can still capture unintended bias during learning or suffer from adversarial attacks. Furthermore, policies deployed in the real world can create great economic impact by causing job losses in some sectors. Therefore, we would encourage further work to investigate the biases, safety issues, and potential economic impacts to ensure that the deployment in the field does not cause far-reaching, negative societal impacts.
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