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A Appendix

A.1 Source code of FastCorrect

The source code of FastCorrect can be found in source_code.zip. In zip file, the link of FastCorrect
model and autoregressive model that are fine-tuned on the AISHELL-1 dataset can be found.

Note that we only include the test scripts, the recognition results of AISHELL-1 ASR model and
the model link in the source code. We will release 1) the ASR model with its Espnet training
configurations, 2) pretrained FastCorrect model on 400M crawled data, 3) full training scripts of
FastCorrect, and 4) fine-tuned FastCorrect model on AISHELL-1 once our paper is accepted.

More detail about reproducing the results of Table 1 can be found in README of source_code.zip.

A.2 Homophone dictionary

The homophone dictionary can be easily created by the following steps.

First, we can collect text data (e.g., from Wikipedia) and get a vocabulary.

Second, we can obtain the pronunciation (i.e., the phoneme sequence) of every word in the vocabulary
by open-source grapheme-to-phoneme tools (e.g., g2pM 1 package for Mandarin or g2p 2 package
for English).

Third, we can calculate the similarity between the phoneme sequences of any two words in the
vocabulary. Two words with a similarity higher than threshold are regarded as homophones. In our
implementation, the similarity is the negative of ratio of edit distance of two phoneme sequences and
average length of two phoneme sequences.

1https://github.com/kakaobrain/g2pM
2https://github.com/Kyubyong/g2p
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