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In this supplementary document, we first provide derivation details for our Differentiable Poisson Solver in Section 1. In Section 2, we provide implementation details for our optimization-based and learning-based methods. Next, we supply discussions on the easy initialization property of our Shape-As-Points representation in Section 3. Additional results and ablations for the optimization-based and learning-based reconstruction can be found in Section 4 and Section 5, respectively.

1 Derivations for Differentiable Poisson Solver

1.1 Point Rasterization

Given the origin of the voxel grid \(c_0 = (x_0, y_0, z_0)\), and the size of each voxel \(s = (s_x, s_y, s_z)\), we scatter the point normal values to the voxel grid vertices, weighted by the trilinear interpolation weights. For a given point \(p_i := (c_i, n_i) \in \{p_i, i = 1, 2, \ldots, N\}\), with point location \(c_i = (x_i, y_i, z_i)\) and point normal \(n_i = (x_i, y_i, z_i)\), we can compute the neighbor indices as \(\{j\}\), where \(j = (j_x, j_y, j_z) \in (\lfloor \frac{x_i - x_0}{s_x} \rfloor, \lfloor \frac{x_i - x_0}{s_x} \rfloor) \times (\lfloor \frac{y_i - y_0}{s_y} \rfloor, \lfloor \frac{y_i - y_0}{s_y} \rfloor) \times (\lfloor \frac{z_i - z_0}{s_z} \rfloor, \lfloor \frac{z_i - z_0}{s_z} \rfloor)\). Here \([\cdot]\) and \([\cdot]\) denote the floor and ceil operators for rounding integers. We denote the trilinear sampling weight function as \(\mathcal{T}(c_p, c_v, s)\), where \(c_p\) and \(c_v\) denote the location of the point and the grid vertex. The contribution from point \(p_i\) to voxel grid vertex \(j\) can be computed as:

\[
v_{j \leftarrow i} = \mathcal{T}(c_i, s \odot j + c_0, s)n_i
\]

Hence the value at grid index \(j \in r \times r \times r\) can be computed via summing over all neighborhood points:

\[
v_j = \sum_{i \in \mathcal{N}_j} \mathcal{T}(c_i, s \odot j + c_0, s)n_i
\]

where \(\mathcal{N}_j\) denotes the set of point indices in the neighborhood of vertex \(j\).

1.2 Spectral Methods for Solving PSR

We solve the PDEs using spectral methods [3]. In three dimensions, the multidimensional Fourier Transform and Inverse Fourier Transform are defined as:

\[
\hat{f}(\mathbf{u}) := \text{FFT}(f(x)) = \iiint_\infty f(x)e^{-2\pi i \cdot \mathbf{u}} d\mathbf{x}
\]

\[
f(x) := \text{IFFT}(\hat{f}(\mathbf{u})) = \iiint_\infty \hat{f}(\mathbf{u})e^{2\pi i \cdot \mathbf{u}} d\mathbf{u}
\]

where \(x := (x, y, z)\) are the spatial coordinates, and \(\mathbf{u} := (u, v, w)\) represent the frequencies corresponding to \(x, y\) and \(z\). Derivatives in the spectral space can be analytically computed:

\[
\frac{\partial}{\partial x_j} f(x) = \iiint_\infty 2\pi i x_j \hat{f}(\mathbf{u})e^{2\pi i \cdot \mathbf{u}} d\mathbf{u} = \text{IFFT}(2\pi i x_j \hat{f}(\mathbf{u}))
\]

†Work done while at UC Berkeley.
†Corresponding authors.

In discrete form, we have the rasterized point normals $v := (v_x, v_y, v_z)$, where $v_x, v_y, v_z \in \mathbb{R}^n$. Hence in spectral domain, the divergence of the rasterized point normals can be written as:

$$\text{FFT}(\nabla \cdot v) = 2\pi i (u \cdot \tilde{v})$$  (5)

The Laplacian operator can be simply written as:

$$\text{FFT}(\nabla^2) = -4\pi^2 ||u||^2$$  (6)

Therefore, the unnormalized solution to the Poisson Equations $\tilde{\chi}$, not accounting for boundary conditions, can be written as:

$$\tilde{\chi} = \tilde{g}_{\sigma,r}(u) \frac{i u \odot \tilde{v}}{-2\pi ||u||^2} \quad \tilde{g}_{\sigma,r}(u) = \exp \left( -2\frac{\sigma^2 ||u||^2}{r^2} \right)$$  (7)

Where $\tilde{g}_{\sigma,r}(u)$ is a Gaussian smoothing kernel of bandwidth $\sigma$ for grid resolution of $r$ in the spectral domain to mitigate the ringing effects as a result of the Gibbs phenomenon from rasterizing the point normals. Please refer to Section 4.3 for a more in-depth discussion to motivate the use of the smoothing parameter, as well as related ablation studies on our parameter choice for $\sigma$.

The unnormalized indicator function in the physical domain $\chi'$ can be obtained via inverse Fourier Transform:

$$\chi' = \text{IFFT}(\tilde{\chi})$$  (8)

We further normalize the indicator field to incorporate the boundary condition that the indicator field is valued at zero at point locations and valued $\pm0.5$ inside and outside the shapes.

$$\chi = \frac{m}{\text{abs}(\chi'|x=0)} \left( \chi' - \frac{1}{|\{c\}|} \sum_{c \in \{c\}} \chi'|_{x=c} \right)$$  (9)

### 2 Implementation Details

In this section, we provide implementation details for baselines and our method for both settings, optimization-based and the learning-based reconstruction.

**Optimization-based 3D reconstruction:** We use the official implementation of IGR\(^3\) [7] and Point2Mesh\(^4\) [9]. We optimize IGR for 15000 iterations on each object until convergence. For Point2Mesh, we follow the official implementation and use 6000 iterations for each object. We generate the initial mesh required by Point2Mesh following the description of the original paper. Specifically, the initial mesh is provided as the convex hull of the input point cloud for objects with a genus of zero. If the genus is larger than zero, we apply the watertight manifold algorithm [10] using a low-resolution octree reconstruction on the output mesh of SPSR to obtain a coarse initial mesh.

For our method, we follow the coarse-to-fine and resampling strategy described in the main paper (Section 3.2). To smooth the output mesh as well as to stabilize the optimization process, we gradually increase the Gaussian smoothing parameter $\sigma$ in (7) when increasing the grid resolution: $\sigma = 2$ for a grid resolution of $32^3$ and $64^3$, $\sigma = 3$ when the grid resolution is $128^3$. At the final resolution of $256^3$, we use $\sigma = 3$ for objects with more details (e.g. objects in SRB [18] and D-FAUST [2], and $\sigma = 5$ for the input points with noises (Thingi10K [20]). We use the Adam optimizer [13] with a learning rate decay. The learning rate is set to $2 \times 10^{-3}$ at the initial resolution of $32^3$ with a decay of 0.7 after every increase of the grid resolution. Moreover, we run 1000 iterations at every grid resolution of $32^3$, $64^3$ and $128^3$, and 200 iterations for $256^3$. 20000 source points and normals are used by our method to represent the final shapes for all objects.

\(^3\)https://github.com/amosgropp/IGR

\(^4\)https://github.com/ranahanocka/point2mesh
Figure 1: **Optimization-based 3D Reconstruction.** Here we show all the other 11 out of 15 objects used for comparison (We have already shown 4 objects in Fig. 2 in main paper). Input point clouds are downsampled for visualization. Note that the ground truth of SRB is provided as point clouds.
<table>
<thead>
<tr>
<th>Iterations</th>
<th>10K</th>
<th>50K</th>
<th>100K</th>
<th>200K</th>
<th>Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>ConvONet [16]</td>
<td>0.082</td>
<td>0.058</td>
<td>0.055</td>
<td>0.050</td>
<td>0.044</td>
</tr>
<tr>
<td>Ours</td>
<td>0.041</td>
<td>0.036</td>
<td>0.035</td>
<td>0.034</td>
<td>0.034</td>
</tr>
</tbody>
</table>

Table 1: **Training Progress.** We show the Chamfer distance at different training iterations evaluated in the Shapenet test set with 3K input points ((noise level=0.005). Our method uses geometric initialization and converges much faster than ConvONet.

**Learning-based 3D reconstruction:** For AtlasNet [8], we use the official implementation\(^5\) with 25 parameterizations. We change the number of input points from 2500 (default) to 3000 for our setting. Depending on the experiment, we add different noise levels or outlier points (see Section 4.2 in main paper). We train ConvONet [16], PSGN [6], and 3D-R2N2 [4] for at least 300000 iterations, and use Adam optimizer [13] with a learning rate of $10^{-4}$ for all methods.

We train our method as well as Ours (w/o $L_{DPSR}$) for all 3 noise levels for 300000 iterations (roughly 2 days with 2 GTX 1080Ti GPUs) and use Adam optimizer with a learning rate of $5 \times 10^{-4}$. We consider a batch size of 32. To generate the ground truth PSR indicator field $\chi$ in Eq. (9) of the main paper, first we sample 100000 points and the corresponding point normals from the ground truth mesh, and input to our DPSR at a grid resolution of 128\(^3\).

### 3 Discussions on “Easy Initialization” Property of SAP

As mentioned in the main paper, it is easy to initialize SAP with a given geometry such as template shapes or noisy observations. Here we provide further discussions with some experiments under both optimization and learning settings of SAP.

From all the results that we have shown so far under the optimization setting, we chose to start from a sphere, since we intended to demonstrate that if our method is able to produce decent 3D reconstruction even starting from a sphere, we can also faithfully reconstruct from a coarse or noisy shape since it is a simpler task, and it should converge faster. In Fig. 2, we show a comparison between initialization from a sphere and coarse shape. As can be observed, when starting from points and normals sampled from a coarse shape, our method indeed converges faster. In terms of accuracy, both results are equivalent, i.e., there is no better local minima attained by the optimization process.

In the learning setting, what we want to emphasize is geometric initialization instead of network initialization. For neural-implicit methods, weight initializations can only be analytically derived for simple shapes like spheres [1]. In contrast, since our networks only need to predict the offset and normal fields for the input point cloud, this input point cloud is directly treated as the geometric

---

\(^5\)https://github.com/ThibaultGROUEIX/AtlasNet
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Chamfer-$L_1$ ↓</th>
<th>F-Score ↑</th>
<th>Normal C. ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thingi10K</td>
<td>Ours (w/o resampling)</td>
<td>0.061</td>
<td>0.897</td>
<td>0.902</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.053</td>
<td>0.941</td>
<td>0.947</td>
</tr>
<tr>
<td>DGP</td>
<td>Ours (w/o resampling)</td>
<td>0.077</td>
<td>0.813</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.067</td>
<td>0.848</td>
<td>–</td>
</tr>
<tr>
<td>D-FAUST</td>
<td>Ours (w/o resampling)</td>
<td>0.044</td>
<td>0.964</td>
<td>0.952</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>0.043</td>
<td>0.965</td>
<td>0.959</td>
</tr>
</tbody>
</table>

Table 2: Ablation Study of Resampling Strategy. On all datasets, our resampling strategy leads to improved results. For D-FAUST, the increase is the lowest because the supervision point clouds are noise free. Note that normal consistency cannot be evaluated on SRB as this dataset provides only unoriented point clouds.

4 Optimization-based 3D Reconstruction

4.1 Qualitative Comparison of All Objects in 3 Datasets

As a complementary to Fig. 2 in the main paper, Fig. 1 shows qualitative comparisons of the remaining 11 objects in the optimization-based setting, including 3 objects in Thingi10K [20], 4 in SRB [18] and 4 in D-FAUST [2].

4.2 Ablation Study of Point Resampling Strategy

In Table 2 and Fig. 3, we compare the reconstructed shapes with and without the proposed resampling strategy. Our method is able to produce reasonable reconstructions even without the resampling strategy, but the shapes are much noisier. Since we directly optimize the source point positions and normals without any additional constraints, the optimized point clouds can be unevenly distributed as shown in Fig. 3. This limits the representational expressivity of the point clouds given the same number of points. The resampling strategy acts as a regularization to enforce a uniformly distributed point cloud, which leads to better surface reconstruction.
4.3 Analysis on the Gaussian Smoothing Parameter $\sigma$

**Why we need a Gaussian:** The Gaussian serves as a regularizer to the smoothness of the solved implicit function. Not using a Gaussian is equivalent to using a Gaussian kernel with $\sigma = 0$. Fig. 4 below motivates the use of our sigma parameter.

**Why use a Gaussian in the spectral domain:** First, the FFT of a Gaussian remains a Gaussian. Second, convolution of a Gaussian in the physical domain is equivalent to a dot product with a Gaussian in the spectral domain and a dot product in the spectral domain is more efficient than convolution in the physical domain: $O(N \log N)$ vs $O(N^2)$, where $n$ is the resolution of a regular grid and $N = n^3$.

**Ablation study for the Gaussian smoothing parameter $\sigma$:** We study the effect of the Gaussian smoothing parameter $\sigma$ at a resolution of $256^3$. As visualized in Fig. 4, we can obtain faithful reconstructions given different $\sigma$ values. Nevertheless, we can notice that lower $\sigma$ can preserve details better but also is prone to noise, while high $\sigma$ results in smooth shapes but can also lead to losing of details. In practice, $\sigma$ can be chosen according to the noise level of the target point cloud. In the results depicted in Fig. 1 and Table 2 in main paper, we choose $\sigma = 3$ for SRB and D-FAUST dataset and $\sigma = 5$ for Thingi10K dataset.

![Ablation Study of the Gaussian Smoothing Parameter $\sigma$. Low $\sigma$ preserves details better but is prone to noise, while high $\sigma$ results in smooth shapes but also lead to detail losing.](image)

4.4 Preliminary Results on Multi-view Reconstruction with Differentiable Rendering

We have validated the effectiveness of our Shape-As-Points representation with experiments on 3D reconstruction from 3D point clouds. To further show the flexibility of SAP, here we also provide a proof-of-concept experiments for 3D reconstruction from multi-view images. Indeed, our differentiable point-to-mesh layer under the optimization-based setting can be naturally integrated with a differentiable renderer.

We proceed as follows. After obtaining the mesh in each iteration, for each 2D image, we rasterize the 3D mesh using `rasterize_meshes` in PyTorch3D [17] to find the corresponding surface points for each pixel, and use an MLP to predict their RGB colors. An $L_2$ loss is applied to the predicted and input RGB images. In addition, we also apply a silhouette loss using a differentiable silhouette renderer in PyTorch3D.

In Fig. 5 we show some preliminary results, where we test our implementation on 1 synthetic object (cow) with 20 images and 2 real-world objects in DTU dataset [11] with around 50 images. As can be observed, our method is indeed able to reconstruct detailed geometry using only 2D supervisions, and we consider this as an exciting extension for future work.

We further remark that recent methods based on neural implicit representations [14, 15, 19] can attain high-quality 3D reconstruction, but their optimization process is slow due to dense evaluation in the
Figure 5: **SAP Multi-view Reconstruction with Differentiable Rendering.** We show the reconstruction results on a synthetic dataset and a real-world dataset [11].

...ray marching step. In contrast, in each iteration our method outputs an explicit mesh. Therefore, no expensive ray marching is required to find the surface, leading to faster inference.

## 5 Learning-based 3D Reconstruction

### 5.1 Visualization of How SAP Handles Noise and Outliers

In this section, we visualize how our trained models handle noise and outliers during inference.

**Noise Handling:** We can see from the top row of Fig. 6 that, compared to the input point cloud, the updated SAP points are densified because we predict $k = 7$ offsets per input point. More importantly, all SAP points are located roughly on the surface, which leads to enhanced reconstruction quality.

**Outlier Handling:** We also visualize how SAP handles outlier points at the bottom row of Fig. 6. The arrows' length represents the magnitude of the predicted normals. There are two interesting observations: a) A large amount of outlier points in the input are moved near to the surface. b) Some outlier points still remain outliers. For these points, the network learns to predict normals with a very small magnitude/norm as shown in the zoom-in view (we do not normalize the point normals to unit length). In this way, those outlier points are "muted" when being passed to the DPSR layer such that they do not contribute to the final reconstruction.

Figure 6: **Visualization of SAP Handling Noise and Outliers.** The length of arrows represents the magnitude of normals. SAP point clouds are downsampled for better visualization.

### 5.2 Additional Results for Reconstruction from Noisy Point Clouds

In Table 3 we provide quantitative results on all 13 classes of the ShapeNet subset of Choy et al. [4]. In Fig. 7, we show additional qualitative comparison on ShapeNet.
### Table 3: 3D Reconstruction from Point Clouds on ShapeNet

This table shows a per-category comparison of baselines and variants of our approach. We train all methods on all 13 classes.

#### 5.3 Comparison to Points2Surf [5]

Here we also provide a quantitative comparison to Points2Surf [5], which is also a learning-based 3D reconstruction method with noisy point clouds as input. We train and test on the lamp object class in ShapeNet with a noise level of 0.005. The reason why we do not train on the entire ShapeNet dataset and not testing on all 3 settings is the very long training and inference time of Points2Surf [5]. Due to the constraints of time and resources, we choose to compare only on ‘lamp’, a challenging class in ShapeNet, which has roughly 2000 objects for training and 450 objects for testing.

We use the official implementation\(^6\) and 8 GTX 1080Ti GPUs, and it takes over 50 hours to reach 150 epochs (the convergence time as reported in the paper). In contrast, we train our method for only 30K iterations, which takes 2 GTX 1080Ti GPUs for less than 4 hours. Our results from 30K are close to the best model from 300K iterations. As shown in the Table 4, our method outperforms Points2Surf in all metrics, and the inference speed is 3 orders of magnitude faster.

---

\(^6\)https://github.com/ErlerPhilipp/points2surf
Figure 7: **3D Reconstruction from Point Clouds on ShapeNet.** Comparison of SAP to baselines on 2 different setups. Compared to SPSR, our method can robustly estimate normals under noise and selectively ignore outliers. Compared to 3D-R2N2 and AtlasNet, SAP has greater representational expressivity that allows it to reconstruct fine geometric details. Compared to ConvONet, SAP produces a higher quality reconstruction at a fraction of its inference time.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>High Noise</td>
<td><img src="image1.png" alt="High Noise Image" /></td>
<td><img src="image2.png" alt="High Noise Image" /></td>
<td><img src="image3.png" alt="High Noise Image" /></td>
<td><img src="image4.png" alt="High Noise Image" /></td>
<td><img src="image5.png" alt="High Noise Image" /></td>
<td><img src="image6.png" alt="High Noise Image" /></td>
</tr>
<tr>
<td>Outliers</td>
<td><img src="image7.png" alt="Outliers Image" /></td>
<td><img src="image8.png" alt="Outliers Image" /></td>
<td><img src="image9.png" alt="Outliers Image" /></td>
<td><img src="image10.png" alt="Outliers Image" /></td>
<td><img src="image11.png" alt="Outliers Image" /></td>
<td><img src="image12.png" alt="Outliers Image" /></td>
</tr>
</tbody>
</table>

Table 4: **Quantitative Comparison to Points2Surf [5].** We train and test on the ShapeNet ‘lamp’ class. Our model is trained only for 30K iterations but outperforms Points2Surf in all metrics with much shorter inference time.

<table>
<thead>
<tr>
<th></th>
<th>Chamfer-$L_1$</th>
<th>F-Score</th>
<th>Normal C.</th>
<th>Inference time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Points2Surf [5]</td>
<td>0.078</td>
<td>0.838</td>
<td>0.844</td>
<td>70 s</td>
</tr>
<tr>
<td>Ours</td>
<td>0.048</td>
<td>0.950</td>
<td>0.918</td>
<td>0.064 s</td>
</tr>
</tbody>
</table>
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