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A Appendix

A.1 Terminology: Reaction center and Synthons

Reaction center of a chemical reaction are the bonds that are broken or formed during a chemical reaction. For retrosynthesis, reaction centers are bonds exist in product, but do not exist in reactants. One chemical reaction may have multiple reaction centers. Synthons are the sub-parts extracted from the products by breaking the bonds in the reaction center. Synthons are usually not valid molecules with ∗ to indicate the broken ends in the reaction centers.

A.2 Sequence-based variant evaluation

In this section, we mainly compare different energy based sequence models described in Sec 2.1. Table 4 provides the results of each sequence model variant described in Sec 2.1. For simplicity of the proposal, we evaluate them using template-based ranking described in Sec 4. Each variant is evaluated on USPTO 50K and augmented USPTO 50K using random SMILES. Without reiterating good performance for the dual variant, we focus on discussion of variants with undesired performance. The perturbed sequential model (Sec 2.1.4) and bidirectional model (Sec 2.1.5) are inferior to dual or ordered models, where the main reason possibly comes from the fact that the learning objective approximates the actual model and Eq (13) poorly, and thus leads to discrepancy between training and inference. The full model (Sec 2.1.1) despite being most flexible and achieving best top 10 performance when type is given, would suffer from high computation cost due to the explicit integration even with the templates. In addition to the understanding of individual models throughout the comprehensive study, we find it is important to balance the trade-off between model capacity and learning tractability. A powerful model without effective training would be even inferior to some well trained simple models. Our dual model makes a good balance between capacity and learning tractability.

Table 4: Ablation study: Top K accuracy of sequence variants

<table>
<thead>
<tr>
<th>Models</th>
<th>Reaction type unknown</th>
<th>Reaction type known</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top 1</td>
<td>Top 3</td>
</tr>
<tr>
<td>Ordered</td>
<td>54.2</td>
<td>72.0</td>
</tr>
<tr>
<td>Perturbed</td>
<td>47.3</td>
<td>64.6</td>
</tr>
<tr>
<td>Bidirectional</td>
<td>23.5</td>
<td>43.7</td>
</tr>
<tr>
<td>Dual</td>
<td>55.2</td>
<td>74.6</td>
</tr>
</tbody>
</table>

Figure 4: Dual model. (a) Learning consists of training three transformers: prior $p(X)$ (green), likelihood $p(y|X)$ (blue), and backward $p(X|y)$ (orange). Dual model penalizes the divergence between forward $p(X)p(y|X)$ and backward direction $p(y|X)$ with Dual constraint (highlighted). (b) Inference Given reactant candidates list, we rank them using Eq (7).

A.3 Time and space complexity analysis

In this section, we provide time and space complexity regarding model design choices. As the main bottleneck is the computation of transformer model, we measure the complexity in the unit
of transformer model calls. For all the models, the inference only requires the evaluation of (unnormalized) score function, thus the complexity is $O(1)$; For training, the methods that factored have an easy form of likelihood computation, where a diagonal mask is applied to input sequence so that autoregressive is done in parallel (not $|s(x)|$ times), so it requires $O(1)$ model calls. This include ordered/perturbed/bidirectional/dual models. For the full model trained with pseudo-likelihood, it requires $O(|X| \cdot |S|)$ calls due to the evaluation per each dimension and character in vocabulary. Things would be a bit better when trained with template-based method, in which it requires $O(|T(y)|)$ calls, which is proportional to the number of candidates after applying template operator.

As the memory bottleneck is also the transformer model, it has the same order of growth as time complexity with respect to sequence length and vocabulary size. In summary we can see the Full model has much higher cost for training, which might lead to inferior performance. Our dual model with a consistency training objective has the same order of complexity than other autoregressive ones, while yields higher capacity and thus better performance.

A.4 Example of case study

Here we provide another case study showing with dual model ranking (Sec 2.1.3), the accuracy improves upon translation proposal. Please see Fig 3 and Fig 5.

![Diagram](https://example.com/diagram.png)

Figure 5: Dual ranking improves upon translation proposal. Another example. Descriptions see Fig 5.

A.5 Alternative of SMILES: deepSMILES and SELFIES

In this section, we explore the effect of preprocessing procedure of sequence-based model, e.g. inline representation of molecular graph, in effecting performance of sequence-based model. In particular, deepSMILES [32] and SELFIES [33] are alternatives to SMILES. Without loss of fairness, we evaluated these representations using Ordered sequential model (Sec 2.1.2). The results indicate SMILES work the best. We speculate the reason are deepSMILES and SELFIES are on average longer than SMILES, leading to higher probability of making mistakes on token level and therefore low sequence-level accuracy.

A.6 Transformer implementation of Permutation Invariant of reactant set

Transformer has a position encoding to mark the different locations on an input sequence. We modified the position encoding such that each molecule starts with 0 encoding, instead of the concatenated position in the reactants sequence. The results are Table 6. We can see that this position encoding is beneficial for non-augment data, but not augment data, as the latter has already considered the permutation invariance order of reactants by data augmentation. In this paper, we use data augmentation to maintain order-invariant for reactants.
Table 5: deepSMILES and SELFIES

<table>
<thead>
<tr>
<th>Models</th>
<th>Top 1</th>
<th>Top 3</th>
<th>Top 5</th>
<th>Top 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordered</td>
<td>47.0</td>
<td>67.4</td>
<td>75.4</td>
<td>83.1</td>
</tr>
</tbody>
</table>

deepSMILES

| Ordered      | 46.08 | 65.87 | 73.54 | 81.51  |

Selfies

| Ordered      | 43.00 | 62.51 | 70.16 | 79.07  |

Table 6: Transformer model with permutation invariant position encoding

<table>
<thead>
<tr>
<th>Reaction type is unknown</th>
<th>USPTO 50k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Models</td>
<td>Top 1</td>
</tr>
<tr>
<td>Ordered</td>
<td>46.97</td>
</tr>
<tr>
<td>Ordered + Permutation invariant</td>
<td>47.29</td>
</tr>
<tr>
<td>Augmented data</td>
<td>54.24</td>
</tr>
<tr>
<td>Ordered</td>
<td>53.45</td>
</tr>
</tbody>
</table>

A.7 Discussion

V.1 Full model (Sec 2.1.1) Full model (Sec 2.1.1) with template learning reaches accuracy of 39.5% and 53.7% on USPTO50k data-sets. Full model is partially limited by expensive computation due to the number of candidates per product.

V.2 Perturbed sequential model (Sec 2.1.4) During training, permutation order \( z \) is randomly sampled and uses the following training objective:

\[
p(X|y) \approx \exp\left(\mathbb{E}_{z \sim Z^{(x)}} \left[ \sum_{i=1}^{[X]} \log p_{\theta}(X(z_i) | z_i, X(z_1:z_{i-1}), y) \right] \right)
\]  

and the corresponding parameterization:

\[
p_{\theta}(X(z_i)|z_i, X(z_1:z_{i-1}), y) = \log \frac{\exp \left( h(X(z_1:z_{i-1}), z_i, y)^\top e(X(z_i)) \right)}{\sum_{c \in \mathcal{S}} \exp \left( h(X(z_1:z_{i-1}), z_i, y)^\top e(c) \right)}
\]  

where \( z_i \) encodes which position index in the permutation order to predict next, implemented by a second position attention (in addition to the primary context attention). Note that Eq (19) is actually a lower bound of the latent variable model, due to Jensen’s inequality. However, we focus on this model design for simplicity of permuting order in training.

The lower-bound approximation is tractable for training. Perturbed sequential model has about \(~ 4\%\) accuracy loss in top 1 accuracy compared with ordered model (Sec 2.1.2). We argue the reason are as follows: firstly, we designed \( E_{\theta} \) as the middle term of Eq (19) to facilitate perturbing the order during training, following [23]. However, due to Jensen’s inequality, this design is not equal to \( P(X|y) \), which causes discrepancy in ranking (inference).

V.3 Bidirectional model (Sec 2.1.5) Bidirectional model, however, does not perform well in our experiments. The bidirectional awareness makes the prediction of one position given all the rest of the sequence \( p(X^{(i)}|X^{-i}, y) \) almost perfect (99.9% accuracy in token-level). However, due to
the gap between pseudo-likelihood and maximum likelihood, i.e., \( \log P(X|y) \), the performance for predicting the whole sequence will be inferior, as we observed in the experiments.

A.8 Transformer architecture and training details

The implementation of variants in framework is based on OpenNMT-py [34]. Following [11], transformer is implemented as encoder and decoder, each has a 4 self-attention layers with 8 heads and a feed-forward layer of size 2048. We use model size and word embedding size as 256. Batch size contains 4096 tokens, which approximately contains 20-200 sequences depending on the length of sequence. We trained for 500K steps, where each update uses accumulative gradients of four batches. The optimization uses Adam [35] optimizer with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.998 \) with learning rate described in [11] using 8000 warm up steps. The training takes about 48 hours on a single NVIDIA Tesla V100. The setup is true for training transformer-based models, including ordered sequential model (Sec 2.1.2), perturbed sequential model (Sec 2.1.4), bidirectional model (Sec 2.1.5), dual model (Sec 2.1.3). As for full model (Sec 2.1.1), each sample contains 20-500 candidates. We implemented as follows: each batch only contains one sample. Its tens or hundreds of candidates are computed in parallel within the batch. The model parameters are updated when accumulating 100 batches to perform one step of update.