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A Proof of Proposition 1

Proposition 1. Let r be a rule of form Vx. By, ..., B, — H, let C be a set of |x| constants, and let
3l be the set of all assignments of constants from C' to x. A constant-agnostic completion function f
captures r if and only if (K2, t%) is true for each o € ¥.

Proof. The “only if” direction of the claim holds by definition, so we concentrate on the “if” direction.
Let f be a constant-agnostic completion function such that f(KZ,t7) is true for each o € X. To
show that f captures r, consider an arbitrary assignment ¢’ of constants to x (which is not necessarily
in X). Fix an arbitrary renaming p of constants in the range of ¢’ by constants in C, which exists
since |C| = |x|. On the one hand, we have

FIRT ) = flo(KS), o)),

since f is constant-agnostic. On the other hand,

FlolKS), 0(t?')) = F(KZ,t2)

by construction, where ¢ is the substitution from ¥ that is the composition of ¢’ and ¢. Thus, the
claim follows by the assumption that f(KZ,t7) is true. O

ryer

B Construction of INDIGO-BM

Our INDIGO-BM benchmark was constructed in the following way. We first collected from Freebase
all the type triples for constants contained in FB15K-237, and merged them with the triples in
FB15K-237. Second, we randomly sampled 1, 000 triples from FB15K-237, and set all the constants
contained in these triples as unseen constants. Third, for the triples containing no unseen constants,
we split them into a training set 7 and a validation set V with a ratio of 9:1. Finally, the triples
containing at least one unseen constant were split into an incomplete graph K and a set A, of
positive test triples with a ratio of 9:1. To simulate a KG evolution scenario, we took Crese = K U 7.

C Definition of F1-score and AUC

Besides other metrics, we use F1-score (i.e., balanced F-score) 2 - prec - rec/(prec + rec), which is
based on precision prec and recall rec for given numbers of true and false positives and negatives.
Moreover, we also use the area under the precision-recall curve (AUC), which is defined as follows.
A precision-recall curve is a graphical plot with coordinates = and y, where coordinate = corresponds
to the recall, coordinate y corresponds to the precision, and each point in the plot represents the
precision and recall values for a specific threshold, which are computed using confidence-based
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Table 4: Additional classification-based metric results on the benchmarks in %; R, G, H, and I stand
for R-GCN, GralL, the system of Hamaguchi et al., and INDIGO, respectively

Bench- || Precision | Recall | F1-Score
mak ||[R G H I|R G H I|R G H I
o vl ||S11 415 - 922473 922 - 750(49.1 57.1 - 827
;' v2 [|51.5 627 - 957|444 958 - 824(47.6 758 - 88.5
2 v3 11540 639 - 951(668 970 - 822|597 77.0 - 88.2
£ v4||514 637 - 938|779 926 - 810|619 755 - 869
E P vl [/29.3 964 - 78.2]93.8 982 - 99.0(446 973 - 873
d‘ 3 v2 [|51.8 387 - 94.6|576 956 - 724|545 551 - 82.0
g 2 v3]|52.1 493 - 95.6 569 98.7 - 833(544 658 - 89.0
Ol Z v4|[527 611 - 858|713 497 - 845|606 548 - 85.1
o vl [[50.2 790 - 794|622 98.0 - 967|556 875 - 87.2
& v2 11529 626 - 82.0(50.1 996 - 917|515 769 - 863
Z v3|/512 548 - 857|949 941 - 823(665 693 - 84.0
= v4 [|485 740 - 82.1|49.8 983 - 90.8[49.1 845 - 86.2

h-1K [|45.0 369 824 75.7|63.1 49.1 85.6 749|525 42.1 84.0 75.2
h-3K (|45.8 37.9 77.1 82.6|64.5 50.3 82.7 78.1|53.6 43.2 79.8 80.3
h-5K |[|47.5 384 77.7 82.2|65.5 50.1 83.4 852|550 43.5 80.5 83.7

t-1K [|49.8 453 79.0 81.3|64.8 54.2 73.8 82.5|56.4 494 763 82.0
t-3K ||44.8 444 76.0 86.1|64.7 53.8 739 86.0|53.0 48.6 74.9 85.9
t-5K ||43.7 44.4 733 86.0|63.3 54.2 75.7 88.6|51.7 488 745 87.3

b-1K |[/29.7 46.5 83.3 81.9(40.5 54.8 87.7 952|343 50.3 85.4 88.0
b-3K |/ 33.5 46.2 753 83.6|46.0 54.5 87.3 91.8|38.7 50.0 80.9 87.5
b-5K |[|34.0 43.2 71.1 86.9|46.0 53.3 86.9 91.6|39.1 47.7 783 89.2

INDIGO-BM || 66.8 77.5 - 98.1[950 93.9 - 90.5]78.4 849 - 941

Hamaguchi-BM

predictions—that is, for a given threshold 6, the plot has a point (r(6), p()), where () and p(6)
are the recall and the precision for §. Then, relying on the fact that functions r and p are monotonic,

AUC is j;zop(r’l(z))dx.

D Additional Evaluation Results

Table[d and Table [5] show the results on the benchmarks for additional classification-based metrics
(precision, recall, and F1) and ranking-based metrics (e-Hits@1, e-Hits@10, e-MRR, r-Hits@1,
r-Hits@ 10, and r-MRR), respectively. As we can see, INDIGO also significantly outperforms the
baselines on almost all the additional metrics. In Table [6 we also report the variance of each
metric. Recall that, when computing r-Hits@¥% and r-MRR, we took all possible relevant samples for
constructing negative examples; so the variance is not applicable in these cases and we omitted it in
the table. As we can see, the variance was very small for all the metrics on the benchmarks.

E Training and Testing Time

Table[7] and Table [§]show the statistics of training time and testing time for all the systems on the
benchmarks. Compared with Hamaguchi et al. and GralL, INDIGO takes less time to both train and
test; R-GCN is also slower that INDIGO in testing but comparable in training (note that testing time
is much smaller that training and thus should not be generally considered as a limiting factor for a
system).



F Potential Negative Societal Impacts

KG completion may potentially lead to harmful leakage of information in applications involving
datasets containing sensitive data. Preventing such situations should be a concern when applying this
technology in practice in some use cases, and further research in this direction might be needed.

Furthermore, predictions made by a KG completion system may be unknowingly biased, which may
be an issue in certain applications such as recommendation systems. This is related to the broader
issues of fairness and explainability of ML-based systems. In this regard, however, we see the ability
of extracting human-readable rules as an advantage of GNN-based KG completion approaches over
alternative solutions.
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Table 5: Additional ranking-based metric results on the benchmarks in %; R, G, H, and I stand for
R-GCN, GralL, the system of Hamaguchi et al., and INDIGO, respectively

Bench- || e-Hits@1 | e-Hits@10 | e-MRR
mak ||[R G H I| R G H I|R G H I
5 vl 73 344 - 32.7| 473 554 - 55.6|19.1 420 - 416
;' v2 7.6 48.5 - 258 522 829 - 4891204 60.8 - 34.6
2 V3 44 563 - 46.4| 467 85.0 - 469(16.8 661 - 329
£ v4 58 444 - 26.1| 49.1 84.5 - 4971185 569 - 35.0
E P vl 3.0 49.0 - 355] 22.1 570 - 44.0]10.3 52.6 - 402
d' 3 v2 37 533 - 29.6| 40.1 90.8 - 56.6|153 669 - 398
gl g v3 72 650 - 355] 46.7 936 - 56.118.7 75.8 - 433
Ol Zz w4 3.0 51.8 - 343 | 31.7 573 - 678|126 554 - 463
o vl 6.1 71.3 - 351 72.1 84.0 - 3031222 713 - 13.0
g V2 7.1 781 - 82| 654 81.6 - 41.2121.8 80.2 - 18.8
Z V3 6.2 503 - 219| 61.2 584 - 55.5(20.0 542 - 32.4
= v4 2.7 747 - 95| 29.0 763 - 25.0(12.0 76.2 - 16.0

h-1K [/20.7 4.9 33.1 21.1| 447 44.0 785 49.7|29.7 14.8 48.2 31.2
h-3K || 15.8 8.8 28.5 22.2| 458 493 729 52.6|26.7 18.8 42.8 32.8

E h-5K || 10.6 11.8 30.1 21.8| 42.0 506 734 50.3|21.8 21.6 44.1 31.7
% t-1K 9.1 148 258 22.7| 347 508 684 42.4|18.1 24.1 39.3 30.2
§n t-3K 94 140 179 24.9| 46.1 319 569 458/(21.9 20.7 30.1 32.8
% t-5K 7.8 17.0 182 27.5| 50.8 50.6 56.2 49.4|20.6 26.3 30.2 35.7
T | b-1K [|30.8 17.0 289 32.5| 62.5 265 467 432|497 26.7 440 405
b-3K || 12.7 12.7 21.3 29.5| 360 223 37.1 37.5|314 21.6 348 37.4
b-5K 8.5 155 17.0 29.3| 243 26.3 30.6 399 (243 256 29.7 37.8
INDIGO-BM H 18.0 53.7 - 43.1 ‘ 64.5 78.8 - 61.2 ‘ 324 633 - 503
Bench- || r-Hits@1 | r-Hits@10 | -MRR
moek R G H 1| R G H I|R G H I
o vl 1.4 05 - 36.4 4.4 63 - 7521 40 35 - 489
E v2 1.1 02 - 42.0 6.7 46 - 853| 43 26 - 571
2 V3 06 18 - 48.1 6.5 20.7 - 84.1| 38 85 - 598
£ v4 1.5 08 - 42.0 6.6 10.1 - 83.0| 42 50 - 56.4
E P vl [[16.0 00 - 13.0] 920 870 - 1000|325 145 - 50.0
d‘ 3 v2 02 27 - 46.5 48 172 - 80.3| 34 96 - 56.2
gl g v3 05 07 - 43.4 85 10.1 - 81.2| 35 47 - 56.2
0|z v4 2.1 00 - 40.1| 10.0 73 - 81.7| 61 39 - 50.8
o vl 05 05 - 67.5/100.0 1000 - 100.0|16.1 17.6 - 82.8
% V2 66 20 - 51.7/100.0 100.0 - 100.0|20.7 23.0 - 742
z v3|/155 35 - 642 959 983 - 998|306 224 - 78.2
= v4 3.1 163 - 37.0/100.0 100.0 - 100.0(194 298 - 66.6
h-1K 79 02 19.6 454| 94.1 97.0 97.8 100.0 | 28.6 20.5 39.3 64.7
= h-3K 7.8 1.0 144 44.7| 953 978 98.2 99.8|27.6 22.0 355 65.2
m | h-5K 91 08 11.8 38.4| 95.1 89.7 98.8 99.9|29.0 21.1 334 63.1
% t-1K 72 02 148 36.3| 96.6 973 97.6 100.0|26.6 21.7 36.1 62.5
51) t-3K 10.0 0.3 12.1 45.0| 943 97.2 984 100.0(29.1 21.3 32.4 67.6
% t-5K 6.6 0.7 12.7 427| 93.6 86.3 98.1 99.9(26.0 20.7 33.9 66.6
T | b-IK 74 02 132 50.2| 962 96.6 98.7 100.0|25.8 21.9 33.7 72.1
b-3K 57 03 146 43.1| 954 88.6 97.1 99.8|24.6 204 356 674
b-5K 6.2 12 108 49.7| 96.0 88.8 97.3 100.0 |25.4 20.8 31.0 71.3
NDIGOBM || 17.6 34 - 541| 541 102 - 924|293 64 - 678




Table 6: Variance of results on the benchmarks in %; R, G, H, and I stand for R-GCN, GralL, the
system of Hamaguchi et al., and INDIGO, respectively

Bench- || Accuracy | AUC | Precision | Recall
mak ||[R G H I|R G H I|R G H I|R G H I
5 vl| .00 04 - .00 00 03 - 005 00 .17 - .02|.00 .05 - .00
;' v2| .00 .00 - .00| .00 .00 - .00f.00 .00 - .00| .00 .01 - .00
2 v31] .00 00O - .00 .00 .00 - .00|.00 .00 - .01|.00 .01 - .00
£ v4| 00 00 - .01/ .00 01 - .01|].00 .00 - .04/ .00 01 - .00
QEQ P vl|f .00 01 - .05/.00 01 - .02/ .00 .01 - .07|.00 .01 - .00
e 3 v2| .00 02 - .00|.00 .01 - .00f.00 .02 - .01].00 .01 - .00
g| g v3] .00 00 - .00/ .00 .00 - .00f.00 .00 - .01|.00 .00 - .00
©|Z val 00 01 - 01].00 00 - .01|.00 .00 - .02{.00 .00 - .00
o Vv1jp .00 00 - .05 .00 .00 - .05/ .00 .00 - .07|.00 .01 - .00
 v21| .00 00 - .00/ .00 .00 - .01|.00 .00 - .01|.00 .00 - .00
z v3|/ .00 00 - .01/.00 01 - .00/ .00 .00 - .03].00 .02 - .00
Z v4|l .00 00 - 02/.00 00 - .02].00 .00 - .06|.00 .00 - .00

h-1K || .00 .01 .00 .02| .00 .00 .01 .03| .00 .00 .01 .04| .00 .02 .00 .00
h-3K || .00 .00 .00 .01| .00 .00 .01 .01| .00 .00 .01 .04| .00 .00 .00 .00

E h-5K .00 .00 .00 01| .00 .00 .01 .00f OO .00 .01 .02| .00 .00 .00 .00
% t-1K .00 .01 .01 .02| .00 .01 .01 .04| .00 .00 .02 .04| .00 .02 .01 .00
gn t-3K .00 .01 .00 .09| .00 .00 .00 .01| .00 .00 .01 .03| .00 .01 .00 .00
% t-5K .00 .00 .02 .06/ .00 .00 .03 00| .00 .00 .05 .01| .00 .00 .00 .00
T | b-1K .00 .01 .00 .03| .00 .01 .01 .02| .00 .00 .01 .06| .00 .02 .00 .00
b-3K .00 .00 .01 .03| .00 .00 .01 .01| .00 .00 .02 .08| .00 .00 .00 .00
b-5K .00 .00 .01 .03| .00 .00 .01 .00f .00 .00 .01 .08| .00 .00 .00 .00
INDIGO-BM || .00 .00 - .00] .00 .00 - .00] .00 00 - .00].00 .00 - .00
Bench- || e-Hits@1 | e-Hits@3 | e-Hits@10 | e-MRR
moek |[R G H I|R G H I|[R G H I|R G H I
o vl 0o o1 - .02y .00 .00 - .02/.00 00 - .01] .00 .00 - .01
; v21] .00 .01 - .05/ .00 00 - .03].00 00 - .03|.00 .00 - .02
2 v3( .00 01 - .00 .00 .00 - 00| .00 00 - .00| .00 .00 - .00
2 vall 00 01 - 00/ .00 00 - .00/.00 00 - .00/ .00 00 - 0
E P vl .00 01 - .00/ .00 .01 - .00l .00 04 - .00| .00 .01 - .00
d‘ 3 v21] .00 .01 - .02/ .00 00 - .01|.00 00 - .01|.00 .00 - .01
€| g v31] .00 .00 - .00f.00 .00 - .00f.00 .01 - .00f.00 .00 - .00
O|Z v4|l 00 01 - .00/ .00 00 - .01|].00 00 - .00/ .00 00 - .00
o vl 0o 01 - .03 .00 .00 - .02/.00 00 - .01] .00 .00 - .01
% v21( .00 00 - .00 .00 0O - .00/ .00 .00 - .00 .00 .00 - .00
z v3| .00 00 - .00|] .00 .00 - .00| .00 .00 - .00| .00 .00 - .00
= v4 (| .OO 00 - .00 OO .00 - .00 .00 00 - .00| .00 .00 - .00
h-1K .00 .00 .03 .02| .00 .00 .02 .01| .00 .00 .01 .00| .00 .00 .01 .00
= h-3K .00 .00 .01 .00 .00 .00 .00 .00 .00 .00 .00 .00| .00 .00 .00 .00
@ | h-5K .00 .00 .00 .01| .00 .00 .00 .00f .00 .00 .00 .00| .00 .00 .00 .00
% t-1K .00 .00 .02 .00| .00 .00 .01 .00 .00 .00 .01 .00| .00 .00 .01 .00
5{) t-3K .00 .00 .00 01| .00 .00 .00 .00f OO .00 .00 .00 .00 .00 .00 .00
§ t-5K .00 .00 .00 .00| .00 .00 .00 .00 .00 .00 .00 .00| .00 .00 .00 .01
T | b-1K .00 .00 .00 .00| .00 .00 .00 .00| .00 .00 .00 .00| .00 .00 .00 .00
b-3K .00 .00 .00 .02| .00 .00 .00 .01| .00 .00 .00 .01| .00 .00 .00 .01
b-5K .00 .00 .01 .00 .00 .00 .00 .00| .00 .00 .01 .01| .00 .00 .00 .00

INDIGO-BM || .00 .00 .00 .01] .00 .00 .00 .00| .00 .00 .00 .00| .00 .00 .00 .00




Table 7: Training and testing time on GralL-BM (in hours)

GralL-BM / FB15K-237 GralL-BM / NELL-995 GralL-BM / WN18RR

Model vl v2 v3 v4 vl v2 v3 v4 vl v2 v3 v4

R-GCN 1.11 2.61 6.97 1733] 141 334 6.78 3.50| 0.56 1.13 2.59 0.83

Train GralLL 6.63 47.11 334.83 471.97| 192 31.32 254.15 172.96| 0.72 1.55 2.98 1.68
INDIGO | 1.31 3.13 6.64 995 1.21 234 483 225 0.32 0.66 0.89 0.45
R-GCN [0.002 0.004 0.01 0.020.004 0.01 0.02  0.02(0.003 0.01 0.02 0.03

Test GralL 096 295 9.24 1297| 0.05 1.01 3.73 1.22| 0.08 0.12 0.18 0.28
INDIGO | 0.04 0.13 029 044| 0.03 0.12 026 0.24] 0.02 0.04 0.11 0.11

Table 8: Training and testing time on Hamaguchi-BM and INDIGO-BM (in hours)

Hamaguchi-BM /h | Hamaguchi-BM /t | Hamaguchi-BM /b | INDIGO-

Model 1k 3k Sk 1k 3k Sk 1k 3k 5k BM

R-GCN .76 131 121 | 1.18 1.09 090 | 1.23 0.78 0.55 45.83

Train GralL 938 7.72 747 | 859 587 375 ] 952 3.68 452 69.59
Hamaguchietal. | 1.33 140 1.08 | 1.07 1.09 094 | 1.54 1.01 092 -

INDIGO 114 1.06 095 | 0.79 048 041 | 0.74 045 0.37 39.68

R-GCN 002 0.06 0.12 | 0.03 0.10 0.17 | 0.04 0.12 0.18 2.46

Test GralL 0.08 034 044 | 009 031 056|010 033 059 49.65
Hamaguchietal. | 0.07 021 035 | 0.08 022 037 | 008 0.21 0.35 -

INDIGO 0.02 0.06 0.11 | 0.09 0.18 0.21 | 0.10 0.19 0.20 3.56
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