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A Experiments on linearly separable datasets

A.1 General training setup

Regarding the construction of the synthetic datasets used for the experiments of Sec. 2 and Sec. 3.1, recall that $D(v)$ is a linearly separable distribution parameterized by a unit vector $v \in \mathbb{S}^{D-1}$, such that any sample $(x, y) \sim D(v)$ satisfies $x = \epsilon y v + w$, with noise $w \sim \mathcal{N}(0, \sigma^2(I_D - vv^T))$ orthogonal to the direction $v$, and with label $y$ sampled from $\{-1, +1\}$ with equal probability. An illustration of such dataset is shown in Fig. S1.

Figure S1: Schematic of the parameters of $D(v)$.

In general, the generated synthetic data correspond to $32 \times 32$ grayscale images, with the standard settings being 10,000 training samples, 10,000 test samples, and $\epsilon = 1$. The value of $\sigma$ varies depending on the experiment under study.

Regarding the setup and parameters for training the networks used for the experiments of Sec. 2 and Sec. 3.1: they were all trained for 20 epochs, on batches of size 128, minimizing a Cross-Entropy loss using SGD with a linearly decaying learning rate (max lr. 0.5) and without any explicit regularization.

At this point let us note that we did not perform any extensive hyperparameter tuning to arrive at this configuration. In fact, we empirically observed that such parameters were good enough to reveal the quantities of interest (i.e., directional inductive bias) and did not tune them further. In general, all of our observations are relative in the sense that we do not focus on the exact values, e.g., test accuracy or training iterations (except reaching almost zero training loss), but their relative differences for different distributions.

A.2 Experiments on DFT basis

A.2.1 Basis generation

Recall that the DFT $\mathcal{F} : \mathbb{C}^D \rightarrow \mathbb{C}^D$ is a complex linear operator acting in the complex plane. For this reason, the basis obtained from transforming the canonical basis through the DFT, i.e., $v_i = \mathcal{F}(e_i)$ is a complex basis. In this work we are interested in dealing with real signals, and as such we need to modify this basis such that it is an orthonormal basis of the real space $\mathbb{R}^D$.

We can do that by leveraging the conjugate symmetry of the DFT of real signals. Let $x \in \mathbb{R}^D$ with Fourier transform $\hat{x} = \mathcal{F}(x) \in \mathbb{C}^D$. Then,

$$\hat{x}^t\|t\|_D = \hat{x}^*\|t\|_D,$$

where $\hat{x}^*$ represents the complex conjugate of $\hat{x}$. This means that, for real signals, half of the DFT is redundant, and one can use only $\lfloor D/2 \rfloor + 1$ complex coefficients to represent a real signal. We are interested in obtaining a basis of $\mathbb{R}^D$ which is sparse in the Fourier domain. However, note that for any index $t$, $(\mathcal{F}^{-1}(e_i), \mathcal{F}^{-1}(je_i)) = 0$, with $j = \sqrt{-1}$. For this reason, we can create a basis of $\mathbb{R}^D$ using $\lfloor D/2 \rfloor + 1$ real coefficients and $\lfloor D/2 \rfloor$ imaginary coefficients by exploiting their conjugate
symmetries, i.e.,

\[
\begin{align*}
\nu^\text{Re}_i &= \frac{1}{\sqrt{2}} F^{-1} \left( e_{[i]D} + e_{[-i]D} \right) & i = 0, \ldots, \lfloor D/2 \rfloor \\
\nu^\text{Im}_i &= \frac{1}{\sqrt{2}} F^{-1} \left( je_{[i]D} - je_{[-i]D} \right) & i = 1, \ldots, \lfloor D/2 \rfloor
\end{align*}
\]

Fortunately, most numerical linear algebra libraries avoid the need to keep track of these symmetries and include some routine to directly compute the Fourier transform and its inverse on real signals (RFFT). This is especially useful on bidimensional signals, like images, where the RFFT of a signal has \( D \times \lfloor D/2 \rfloor + 1 \) complex coefficients. Nevertheless, despite the redundancies, it is a common convention in the image processing community to plot the full Fourier spectrum of an image including positive and negative frequencies (indices). In our plots, we follow this convention, and artificially create the symmetries on the negative indices to ease readability.

All the results that we have shown so far using the DFT basis show only the results for the directions obtained from manipulating the real coefficients. Nevertheless, the results do not change in nature when one repeats them on the imaginary elements as well. We provide Fig. S2 as a validation of this, where we repeated the same experiment as in Fig. 1 but using the directions parameterized by the imaginary coefficients, i.e., \( \nu^\text{Im}_i \). Note that, because the number of basis vectors parameterized by the imaginary coefficients is smaller, there are four gaps in Fig. S2. These are just artefacts of the visualization, as these distributions do not exist in reality.

![Figure S2: Imaginary part of DFT](image)

**A.2.2 Different noise levels**

Fig. S3 illustrates the test accuracies of various architectures under different noise levels \( \sigma \). Regardless the noise level, a logistic regression can always perfectly generalize to the test data. On the contrary, LeNet seems to fail to generalize to a few distributions even in the absence of noise, while the noisier the data the more its performance degrades. The other architectures exhibit similar behaviour: they properly generalize when there is no noise, while their performance drops as the noise level increases. Finally, note that ResNet-18 seems to be slightly more robust to noise compared to the other CNNs (cf. Fig. S3 with \( \sigma = 1 \)).

**A.3 Experiments on random basis**

As mentioned in Sec. 3 trying to identify the NADs of an architecture by measuring its performance on many linearly separable datasets parameterized by a random direction \( \nu \), would be extremely inefficient. To demonstrate this, we repeat the same experiment performed in Sec. 2 but instead of constructing the training sets \( D(\nu) \) using \( \nu \)s taken from the 2D-DCT basis elements, each \( \nu \) now corresponds to a basis element of a random orthonormal matrix \( U \in SO(D) \).

The results of this experiment are illustrated in Fig. S4. Indeed, it is clear that such procedure will never be able to reveal the directional inductive bias of an architecture: for most of the datasets the networks output the same performance, thus it is impossible to interpret if these directions are aligned with the directional inductive bias of the architecture under study.

---

1For more information about the properties of the 2D-DFT, we refer the reader to [1].
(a) Test accuracies for $\sigma = 0$.

(b) Test accuracies for $\sigma = 1$.

(c) Test accuracies for $\sigma = 3$.

Figure S3: Test accuracies using different training sets drawn from $D(v)$ ($\epsilon = 1$, with 10,000 training samples and 10,000 test samples) for different levels of $\sigma$. Directions $v$ taken from the basis elements of the 2D-DFT. Each pixel corresponds to a linearly separable dataset.

Figure S4: Test accuracy of two CNNs trained using different training sets drawn from $D(v)$ ($\epsilon = 1$, and $\sigma = 3$) with orthogonal random $v$. 
B Deferred proofs

B.1 Proof of Theorem 1

We give here the proof of Theorem 1 stating the Bayes optimal classification accuracy achieved on a linearly separable distribution transformed through a linear pooling layer. We restate the theorem to ease readability.

Theorem (Bayes optimal classification accuracy after pooling). The best achievable accuracy on the distribution of \((z, y)\) can be written as

\[
1 - Q\left(\frac{\epsilon}{2\sigma} \gamma(\ell)\right) \quad \text{with} \quad \gamma^2(\ell) = \frac{S|\hat{m}[\ell]|^2}{\sum_{k=1}^{S-1} |\hat{m}[\ell + k \cdot M]|_D^2},
\]

and \(Q(\cdot)\) representing the tail distribution function of the standard normal distribution.

Proof. Without loss of generality, let \((x, y)\) be a random sample with \(y \sim \mathcal{U}\{-1, 1\}\) and whose Fourier transform satisfies

\[
\hat{x} = \epsilon y e_\ell + \hat{w} \quad \text{with} \quad \hat{w} \sim \mathcal{CN}(0, \text{diag}(\sigma^2)),
\]

where \(\mathcal{CN}(0, \text{diag}(\sigma^2))\) denotes a circularly symmetric complex Gaussian distribution with complex covariance \(\text{diag}(\sigma^2)\).

Because all entries of \(\hat{x}\) are uncorrelated, the best accuracy on the distribution of \((x, y)\), \(\alpha_{\text{opt}}\), would be the same as that of the distribution of \((\Re(\hat{x}[\ell]), y)\), i.e., \(\Re(\hat{x}[\ell])|_y = +1 \sim \mathcal{N}(\epsilon, \sigma^2[\ell]/2)\) and \(\Re(\hat{x}[\ell])|_y = -1 \sim \mathcal{N}(-\epsilon, \sigma^2[\ell]/2)\). Hence,

\[
\alpha_{\text{opt}} = 1 - Q\left(\frac{\sqrt{2\epsilon}}{2\sigma} \gamma(\ell)\right).
\]

Nevertheless, we are interested on the accuracy on the distribution of \((z, y)\), when \((x, y) \sim D(v_\ell)\) with \(v_\ell = \mathcal{F}(e_\ell)\), whose spectrum satisfies

\[
\hat{z} = \epsilon y m_\ell |e_\ell|_M + \text{diag}(\hat{m})\hat{w}
\]

with \(|e_\ell|_M \in \mathbb{C}^M\) the \((\ell \mod M)\)th canonical basis vector of \(\mathbb{R}^M\), and \(\text{diag}(\hat{m})\hat{w} \sim \mathcal{CN}(0, \text{diag}(\xi))\) with

\[
\xi^2_\ell|_M = \frac{\sigma^2}{S} \sum_{k=1}^{S-1} |\hat{m}[\ell + k \cdot M]|_D^2.
\]

Again, the only signal component is at \(\xi^2_\ell|_M\). Hence, if we write

\[
\gamma^2(\ell) = \frac{S|\hat{m}[\ell]|^2}{\sum_{k=1}^{S-1} |\hat{m}[\ell + k \cdot M]|_D^2},
\]

and finally the accuracy of the Bayes optimal classifier on the distribution of \((z, y)\) can be explicitly described by

\[
\alpha(\ell) = 1 - Q\left(\frac{\sqrt{2\epsilon}}{2\xi_\ell|_M} \hat{m}[\ell]\right) = 1 - Q\left(\frac{\sqrt{2\epsilon}}{2\sigma} \gamma(\ell)\right).
\]

\(\square\)

B.2 Proof of Lemma 1

We detail here the proof of Lemma 1 describing the average curvature of the loss landscape for the deep linear network \(f_{\theta, \phi}(x) = \theta^T \hat{A}(m \circ \phi \circ x)\) when optimizing the quadratic loss \(J(\theta, \phi; x, y) = (y - f_{\theta, \phi}(x))^2\).

Lemma (Average curvature of the loss landscape). Assuming that the training parameters are distributed according to \(\theta \sim \mathcal{N}(0, \sigma^2_\theta I_M)\) and \(\phi \sim \mathcal{N}(0, \sigma^2_\phi I_D)\), the average weight Hessian of the loss with respect to \(\phi\) satisfies \(\mathbb{E} \nabla^2_{\phi} J(\theta, \phi; x, y) = 2\epsilon^2 m^2[\ell] \sigma^2_\theta \text{diag}(e_\ell) + 2\sigma^2 \sigma^2_\phi \text{diag}(\hat{m})\).
Proof. Let us start by computing the gradients for a generic loss $J(\theta, \phi; x, y) = q(z, y)$ with $z = f_{\theta, \phi}(x)$

$$
\nabla_{\theta} J(\theta, \phi; x, y) = q'(z, y) A(\phi \odot m \odot x)
$$

$$
\nabla_{\phi} J(\theta, \phi; x, y) = q'(z, y) (A^T \theta) \odot (m \odot x).
$$

Therefore, the second derivatives are

$$
\nabla^2_{\theta} J(\theta, \phi; x, y) = q''(z, y) A(\phi \odot m \odot x) (A(\phi \odot m \odot x))^T
$$

$$
\nabla^2_{\phi} J(\theta, \phi; x, y) = q''(z, y) ((A^T \theta) \odot (m \odot x)) ((A^T \theta) \odot (m \odot x))^T + q'(z, y) A \text{diag}(x \odot m)
$$

$$
\nabla^2_{\phi, \theta} J(\theta, \phi; x, y) = q''(z, y) A(\phi \odot m \odot x) ((A^T \theta) \odot (m \odot x))^T + q'(z, y) \text{diag}(x \odot m) A^T
$$

Hence, the Hessian

$$
\nabla^2 J(\theta, \phi; x, y) = q''(z, y) \begin{bmatrix}
A(\phi \odot m \odot x) \\
(A^T \theta) \odot (m \odot x)
\end{bmatrix}
\begin{bmatrix}
A(\phi \odot m \odot x) \\
(A^T \theta) \odot (m \odot x)
\end{bmatrix}^T +
q'(z, y) \begin{bmatrix}
0 \\
\text{diag}(x \odot m) A^T
\end{bmatrix}
\begin{bmatrix}
A(\phi \odot m \odot x) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}
$$

$$
= q''(z, y) \begin{bmatrix}
A \text{diag}(\phi \odot m) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}
\begin{bmatrix}
A \text{diag}(\phi \odot m) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}^T +
q'(z, y) \begin{bmatrix}
0 \\
\text{diag}(x \odot m) A^T
\end{bmatrix}
\begin{bmatrix}
A(\phi \odot m \odot x) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}
$$

When we optimize a square loss, $q''(z, y) = 2$ and $q'(z, y) = 2(z - y)$. Thus,

$$
\nabla^2 J(\theta, \phi; x, y) = 2 \begin{bmatrix}
A \text{diag}(\phi \odot m) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}
\begin{bmatrix}
A \text{diag}(\phi \odot m) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}^T +
2(z - y) \begin{bmatrix}
0 \\
\text{diag}(x \odot m) A^T
\end{bmatrix}
\begin{bmatrix}
A(\phi \odot m \odot x) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}
$$

Let $e_{f{\ell}} \in \mathbb{R}^D$ and $e'_{f{\ell}} \in \mathbb{R}^M$ be the $\ell$th canonical basis vectors of $\mathbb{R}^D$ and $\mathbb{R}^M$, respectively. Taking the expectation over the data we get

$$
E_{(x,y)} \nabla^2 J(\theta, \phi; x, y) = 2 \begin{bmatrix}
A \text{diag}(\phi \odot m) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}
\begin{bmatrix}
A \text{diag}(\phi \odot m) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}^T
+ 2(z - y) \begin{bmatrix}
0 \\
\text{diag}(x \odot m) A^T
\end{bmatrix}
\begin{bmatrix}
A(\phi \odot m \odot x) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}
$$

Here, the first summand can be decomposed in a signal and a noise component. The signal component

$$
S = \begin{bmatrix}
A \text{diag}(\phi \odot m) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}
\begin{bmatrix}
A \text{diag}(\phi \odot m) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}^T
$$

$$
= \begin{bmatrix}
\phi[\ell] \theta[\ell][M] \text{diag}(e_{f{\ell}}) \\
\theta[\ell][M] \phi[\ell] \text{diag}(e_{f{\ell}})^T
\end{bmatrix}
\begin{bmatrix}
A \text{diag}(\phi \odot m) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}
$$

$$
= \begin{bmatrix}
\phi[\ell] \theta[\ell][M] \text{diag}(e_{f{\ell}}) \\
\theta[\ell][M] \phi[\ell] \text{diag}(e_{f{\ell}})^T
\end{bmatrix}
\begin{bmatrix}
\phi[\ell][M] e_{f{\ell}} e_{f{\ell}}^T \\
\theta[\ell][M] e_{f{\ell}} e_{f{\ell}}^T
\end{bmatrix}.
$$

Here, the first summand can be decomposed in a signal and a noise component. The signal component

$$
S = \begin{bmatrix}
A \text{diag}(\phi \odot m) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}
\begin{bmatrix}
A \text{diag}(\phi \odot m) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}^T
$$

$$
= \begin{bmatrix}
\phi[\ell] \theta[\ell][M] \text{diag}(e_{f{\ell}}) \\
\theta[\ell][M] \phi[\ell] \text{diag}(e_{f{\ell}})^T
\end{bmatrix}
\begin{bmatrix}
A \text{diag}(\phi \odot m) \\
\text{diag}(A^T \theta \odot m)
\end{bmatrix}
$$

$$
= \begin{bmatrix}
\phi[\ell] \theta[\ell][M] \text{diag}(e_{f{\ell}}) \\
\theta[\ell][M] \phi[\ell] \text{diag}(e_{f{\ell}})^T
\end{bmatrix}
\begin{bmatrix}
\phi[\ell][M] e_{f{\ell}} e_{f{\ell}}^T \\
\theta[\ell][M] e_{f{\ell}} e_{f{\ell}}^T
\end{bmatrix}.
$$
The noise component is

\[ W = \sigma^2 \begin{bmatrix} A \text{diag}(\phi \otimes m) \\ \text{diag}(A^T \theta \otimes m) \end{bmatrix} = \sigma^2 \begin{bmatrix} A \text{diag}(\phi^2 \otimes m^2) \\ \text{diag}(A^T \theta \otimes m)(A \text{diag}(\phi \otimes m)) \end{bmatrix}^T \]

Taking the expectation over the parameters

\[ \mathbb{E}_{\theta, \phi} S = \epsilon^2 m^2[\ell] \begin{bmatrix} \sigma^2 \text{diag}(e_{[t,m]}) \\ 0 \end{bmatrix} \begin{bmatrix} 0 \\ \sigma^2 \text{diag}(e_{t}) \end{bmatrix} \]

\[ \mathbb{E}_{\theta, \phi} W = \sigma^2 \begin{bmatrix} A \sigma^2 \text{diag}(m^2) \\ 0 \\ \sigma^2 \text{diag}(m^2) \end{bmatrix}, \]

and because \( \mathbb{E} z = \mathbb{E} \phi z = 0 \), and \( \mathbb{E} y = 0 \), then \( \mathbb{E} R = 0 \).

Overall, we see that

\[ \mathbb{E} \nabla^2 f(\theta, \phi; x, y) = \begin{bmatrix} H_\phi \\ 0 \\ H_\theta \end{bmatrix} \]

with

\[ H_\phi = 2 \epsilon^2 m^2[\ell] \sigma^2 \text{diag}(e_{[t,m]}) + 2 \sigma^2 \text{diag}(m^2) \]

\[ H_\theta = 2 \epsilon^2 m^2[\ell] \sigma^2 \text{diag}(e_{[t,m]}) + 2 \sigma^2 \text{diag}(m^2) \]

\[ \square \]

### B.3 Proof of Lemma 2

We prove Lemma 2 under a slightly more general setting than in the text.

**Lemma.** Let \( g : [0, \infty] \to [0, \infty] \) be an increasing function with polynomially bounded first-order derivative, i.e., \( |g'(t)| \leq \omega_n(|t|) \), where \( \omega_n : \mathbb{R} \to \mathbb{R} \) is an \( n \)-order polynomial.

The expected value of \( \| \nabla^2 g_\theta(v) \| \) is bounded by

\[ \mathbb{E} \| \nabla^2 g_\theta(v) \| \leq \sqrt{\mathbb{E} \omega_n^2 (|v^T \nabla_x f_\theta(x)|)} \sqrt{\mathbb{E} \| \nabla^2_{\theta,x} f_\theta(x) v \|^2} \]

**Proof.** Using the polynomial bound on the derivative of \( g \) and using Cauchy-Schwarz inequality we can bound the expected norm of \( \nabla^2 g_\theta(v) \) as

\[ \mathbb{E} \| \nabla^2 g_\theta(v) \| = \mathbb{E} |g'| (|v^T \nabla_x f_\theta(x)|) \| \nabla^2_{\theta,x} f_\theta(x) v \| \]

\[ \leq \mathbb{E} \omega_n (|v^T \nabla_x f_\theta(x)|) \| \nabla^2_{\theta,x} f_\theta(x) v \| \]

\[ \leq \sqrt{\mathbb{E} \omega_n^2 (|v^T \nabla_x f_\theta(x)|)} \sqrt{\mathbb{E} \| \nabla^2_{\theta,x} f_\theta(x) v \|^2} \]

\[ \square \]

We see that this bound depends on the spectral decomposition of the moments of \( \nabla_x f_\theta(x) \) up to order \( 2n \), e.g., its covariance \( \mathbb{E} \nabla^2_{\theta,x} f_\theta(x) \), and the expected right singular vectors of the mixed second derivative \( \nabla^2_{\theta,x} f_\theta(x) \). In the case of the text \( \omega_n(t) = \alpha t + \beta \). Hence, \( n = 1 \) and the bound only depends on the gradient covariance and second derivative.
C Analytic NAD examples

C.1 Proofs for linear model of pooling

We first prove the expressions for the example in the text.

Example 1. Let \( \phi \sim \mathcal{N}(0, \sigma^2_{\phi} I_D) \) and \( \theta \sim \mathcal{N}(0, \sigma^2_{\theta} I_M) \), the covariance of the input gradient of the linear model of pooling is

\[
E \nabla_x f_{\theta, \phi}(x) \nabla^T_x f_{\theta, \phi}(x) = \sigma^2_{\phi} \sigma^2_{\theta} \text{diag}(m^2),
\]

and its eigenvectors are the canonical basis elements of \( \mathbb{R}^D \), sorted by the entries of \( m^2 \). Surprisingly, the expected right singular vectors of its mixed second derivative coincide with these eigenvectors,

\[
E \nabla^2_{(\theta, \phi), x} f(x)^T \nabla^2_{(\theta, \phi), x} f(x) = \left( \sigma^2_{\theta} + \frac{\sigma^2_{\phi}}{S} \right) \text{diag}(m^2).
\]

This result agrees with what was seen in Sec. 2.2 where we found that the NADs of this architecture are also ranked by \( m^2 \).

Proof. Borrowing the gradient computations from Sec. B.2,

\[
E_{\theta} \nabla_x f_{\theta}(x) \nabla_x f_{\theta}(x)^T = E_{\theta, \phi}((A^T \theta) \circ (\phi \circ m))((\phi^T \circ m^T) \circ (\theta^T A))
\]

\[
= E_{\phi} \phi^T \circ E_{\theta} A^T \theta \theta^T A \circ mm^T = \sigma^2_{\phi} \sigma^2_{\theta} (I \circ A^T A \circ mm^T)
\]

\[
= \sigma^2_{\phi} \sigma^2_{\theta} \text{diag}(m^2).
\]

Similarly, the mixed second derivatives for this model are

\[
\nabla^2_{\theta, x} f(x) = \text{diag}(\phi \circ m) A^T
\]

\[
\nabla^2_{\phi, x} f(x) = \text{diag}((A^T \theta) \circ m)
\]

which can be combined in

\[
\nabla^2_{(\theta, \phi), x} f(x) = \begin{bmatrix} \text{diag}((A^T \theta) \circ m) \\ A \text{diag}(\phi \circ m) \end{bmatrix}.
\]

We can extract its right singular vectors from the eigendecomposition of

\[
E \nabla^2_{(\theta, \phi), x} f(x)^T \nabla^2_{(\theta, \phi), x} f(x) = E \left[ \text{diag}((A^T \theta)^2 \circ m^2) \right] + E \left[ \text{diag}(\phi \circ m) A^T A \text{diag}(\phi \circ m) \right] = \sigma^2_{\phi} \text{diag}(m^2) + \frac{\sigma^2_{\theta}}{S} \text{diag}(m^2)
\]

\[
= \left( \sigma^2_{\theta} + \frac{\sigma^2_{\phi}}{S} \right) \text{diag}(m^2).
\]

C.2 More examples

We provide a few more examples showing that the gradient covariance can indeed capture the NADs of an architecture.

Example 2 (Logistic regression). Let \( f_{\theta}(x) = \theta^T x \) be a single layer neural network, i.e., logistic regression. The gradient covariance of this architecture is

\[
E \nabla_x f_{\theta}(x) \nabla^T_x f_{\theta}(x) = \sigma^2_{\theta} I_D.
\]

Because the eigendecomposition of \( I_D \) is isotropic, we can see that the logistic regression has no directional bias.
Example 3 (Single hidden-layer neural network). Let \( f_{\theta, \Phi}(x) = \theta^T \rho(\Phi^T x) \) be a single hidden layer neural network with no bias and a ReLU non-linearity \( \rho() \). Its gradient covariance is
\[
\mathbb{E} \nabla_x f_{\theta, \Phi}(x) \nabla_x^T f_{\theta, \Phi}(x) = \frac{\sigma^2 \sigma_x^2}{2},
\]
and we see that this architecture has also no directional bias.

Proof. The gradient of \( f_{\theta, \Phi}(x) \) is \( \nabla_x f_{\theta, \Phi}(x) = \Phi \text{diag} (\rho'(\Phi^T x)) \theta \), where the derivative of the ReLU non-linearity is the indicator function \( \rho'(u) = 1_{u \geq 0} \).

Hence,
\[
\mathbb{E} \nabla_x f_{\theta, \Phi}(x) \nabla_x^T f_{\theta, \Phi}(x) = \mathbb{E} [\Phi \text{diag} (\rho'(\Phi^T x)) \theta \theta^T \text{diag} (\rho'(\Phi^T x)) \Phi^T] = \\
= \sigma^2 \mathbb{E} [\Phi \text{diag} (\rho'(\Phi^T x)) \Phi^T] = \\
= \sigma^2 \mathbb{E} [\Phi \text{diag} (1_{\Phi^T x \geq 0}) \Phi^T]
\]
This expectation can be computed analytically. In particular note that
\[
\mathbb{E} [\Phi \text{diag} (1_{\Phi^T x \geq 0}) \Phi^T] [i, j] = \sum_{k=1}^{D} \mathbb{E} [\Phi[i, k] \Phi[j, k] 1_{\Phi[i, :]^T x \geq 0}].
\]
Therefore, if \( i \neq j \)
\[
\mathbb{E} [\Phi[i, k] \Phi[j, k] 1_{\Phi[i, :]^T x \geq 0}] = \mathbb{E}_{\Phi[i, :]} \mathbb{E}_{\Phi[j, :]} [\Phi[i, k] \Phi[j, k] 1_{\Phi[i, :]^T x \geq 0} \Phi[i, k]] = 0.
\]
On the other hand, when \( i = j \)
\[
\mathbb{E} [\Phi \text{diag} (1_{\Phi^T x \geq 0}) \Phi^T] [i, i] = \sum_{k=1}^{D} \mathbb{E} [\Phi^2[i, k] 1_{\Phi[i, :]^T x \geq 0}] \\
= \mathbb{E} \|\Phi[i, :]\|^2 1_{\Phi[i, :]^T x \geq 0}.
\]
Let \( p(w) \) denote the probability density function of a Gaussian random vector \( w \sim \mathcal{N}(0, \sigma^2 I) \) and \( U \in \text{SO}(D) \) and orthonormal matrix such that \( x' = U^T x \) with \( x'[1] = \|x\| \) and \( x'[i] = 0 \) for \( i = 2, \ldots, D \). Then,
\[
\langle w, x \rangle \geq 0 \iff \langle Uw, x \rangle \geq 0 \iff \langle w, U^T x \rangle \geq 0 \iff w[1]\|x\|_2 \geq 0 \iff w[1] \geq 0.
\]
Using this equivalence, we can compute the expectation
\[
\mathbb{E} [\|w\|^2 1_{w^T x \geq 0}] = \int_{R^D} 1_{w^T x \geq 0} \|w\|^2 p(w)dw = \int_{R^D} 1_{w[1] \geq 0} \|w\|^2 p(w)dw = \\
= \int_{R^D} 1_{w[1] \geq 0} w^2[1] p(w)dw + \sum_{i=2}^{D} \int_{R^D} 1_{w[1] \geq 0} w^2[i] p(w)dw = \\
= \int_{0}^{+\infty} w^2[1] \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{w^2[1]}{2\sigma^2}} dw[1] + \\
= \frac{D-1}{2} \int_{-\infty}^{+\infty} w^2[2] \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{w^2[2]}{2\sigma^2}} dw[2] = \\
= \frac{1}{2} \sigma_x^2 + \frac{D-1}{2} \sigma^2 = \frac{D}{2} \sigma^2.
\]
Plugging this into the expressions of the gradient covariance we get
\[
\mathbb{E} \nabla_x f_{\theta, \Phi}(x) \nabla_x^T f_{\theta, \Phi}(x) = \sigma^2 \mathbb{E} [\Phi \text{diag} (1_{\Phi^T x \geq 0}) \Phi^T] = \\
= \sigma^2 \mathbb{E} \|\Phi[i, :]\|^2 1_{\Phi[i, :]^T x \geq 0} I_D = \\
= \frac{D}{2} \sigma^2 \sigma_x^2 I_D.
\]
**Example 4** (Non-linear model of pooling). Let \( f_{\theta, \phi}(x) = \theta^T A (m \odot \rho(\phi \odot v)) \) with \( \nabla_x f_{\theta, \phi}(x) = (A^T \theta) \odot (\rho' (\phi \odot x) \odot \phi \odot m) \). Then,

\[
\mathbb{E} \nabla_x f_{\theta, \phi}(x) \nabla_x^T f_{\theta, \phi}(x) = \sigma^2_\phi \sigma^2_\theta \left(A^T A \odot mm^T \odot \Xi(x)\right),
\]

where \( \Xi(x) \in \mathbb{R}^{D \times D} \) is a matrix that depends on the input vector \( x \) and can be computed in closed form.

In particular, if the distribution of \( x \) is symmetric around \( 0 \), then \( \mathbb{E} \Xi(x) = I_D \) and the average gradient covariance with respect to the input would be identical to that of the linear model of pooling.

**Proof.** Expanding the covariance definition

\[
\mathbb{E} \nabla_x f_{\theta, \phi}(x) \nabla_x^T f_{\theta, \phi}(x) = \mathbb{E}[(A^T \theta) \odot (\rho' (\phi \odot x) \odot \phi \odot m)]
\]

\[
\left[(\rho' (\phi^T \odot x^T) \odot \phi^T \odot m^T) \odot (\theta^T A)\right] = \mathbb{E}[(\rho' (\phi \odot x) \odot \phi)(\rho' (\phi^T \odot x^T) \odot \phi^T) \odot \mathbb{E}A^T \theta \theta^T A \odot mm^T].
\]

We can see that the only difference with respect to the linear model case is the first expectation. Let \( \Xi(x) \in \mathbb{R}^{D \times D} \) be the matrix with entries

\[
\Xi[i, j] = \mathbb{E}[(\rho' (\phi \odot x) \odot \phi)(\rho' (\phi^T \odot x^T) \odot \phi^T)[i, j]
\]

\[
= \mathbb{E}[\phi[i] \phi[j] \mathbb{I}_{\phi[i] \geq 0} \mathbb{I}_{\phi[j] \geq 0}] = \begin{cases} \mathbb{E}[\phi[i] \mathbb{I}_{\phi[i] \geq 0}] & i \neq j \\ \mathbb{E}[\phi[j] \mathbb{I}_{\phi[j] \geq 0}] & i = j \end{cases}
\]

Depending on \( x \) the expectation \( \mathbb{E}[\phi[j] \mathbb{I}_{\phi[j] \geq 0}] \) takes different values:

\[
\mathbb{E}[\phi[j] \mathbb{I}_{\phi[j] \geq 0}] = \begin{cases} \frac{\sigma_\phi \sqrt{2}}{2\sqrt{\pi}} & x[j] > 0 \\ \frac{\sigma_\phi \sqrt{2}}{2\sqrt{\pi}} & x[j] < 0 \\ 0 & x[j] = 0 \end{cases}
\]

Similarly

\[
\mathbb{E}[\phi^2[j] \mathbb{I}_{\phi[j] \geq 0}] = \begin{cases} \frac{\sigma_\phi^2}{2} (1 - \frac{2}{\pi}) & x[j] \neq 0 \\ \frac{\sigma_\phi^2}{2} & x[j] = 0 \end{cases}
\]

Then the covariance depending on \( x \) becomes,

\[
\mathbb{E} \nabla_x f_{\theta, \phi}(x) \nabla_x^T f_{\theta, \phi}(x) = \sigma^2_\phi \sigma^2_\theta \left(A^T A \odot mm^T \odot \Xi(x)\right).
\]
D NADs of CNNs

As highlighted in Sec. 3.1, we can use two algorithms to identify the NADs of an architecture without training. Surprisingly, both algorithms yield very similar results, but the algorithm based on the eigendecomposition of the gradient covariance is numerically much more stable. Indeed, for most randomly initialized networks, the norm of the second derivative with respect to the weights and input is very small, rendering the numerical singular value decomposition of the second derivative very unstable. Meanwhile, the gradient covariance only requires information about first order gradients and these are orders of magnitudes larger than the second derivatives. For this reason, in all our experiments we used the eigenvectors of the gradient covariance as approximations of the NADs of a given architecture.

We provide now the implementation details of both algorithms, as well as some examples of NADs identified with both methods.

D.1 NADs obtained through the eigendecomposition of the gradient covariance

Algorithm 1 describes the steps required to identify the NADs of an architecture using its input gradient covariance. As we can see, this procedure amounts to sampling architectures from its weight initialization distribution, computing its input gradient at an arbitrary input point \( x \), and performing a Principal Component Analysis on the gradient samples.

Algorithm 1 NAD discovery through gradient covariance

Require: Network architecture \( f_\theta \), parameter distribution \( \Theta \), evaluation sample \( x \), number of Monte-Carlo samples \( T \), and finite-difference scale \( h \).

1: \( \mathcal{G} \leftarrow \emptyset \) \hfill Gradient samples
2: for \( t = 1, \ldots, T \) do
3: Draw \( \theta \sim \Theta \)
4: \( \bar{\nabla}_x f_\theta(x) \leftarrow 0 \)
5: for \( i = 1, \ldots, D \) do
6: \( \bar{\nabla}_x f_\theta(x)[i] \leftarrow \frac{f_\theta(x + he_i) - f_\theta(x - he_i)}{2h} \) \hfill Compute finite difference gradient
7: end for
8: \( \mathcal{G} \leftarrow \mathcal{G} \cup \bar{\nabla}_x f_\theta(x) \) end for
9: \( \{ (u_i, \lambda_i) \}_{i=1}^D \leftarrow \text{PCA}(\mathcal{G}) \) \hfill Perform Principal Component Analysis
10: \( \{ u_i \}_{i=1}^D \)

In practice, we found out that using finite differences with a scale of \( h = 100 \) to approximate the gradients instead of backpropagation was necessary to obtain meaningful results. We believe the reason for this is that the finite differences allow to capture a coarser scale of the function geometry and hide the effect of higher order terms, as they do not rely on very local fluctuations of the input geometry. We leave for future research the understanding of this phenomenon.

We now show some additional examples of NADs obtained using Algorithm 1 on a LeNet, VGG-11, ResNet-18 and DenseNet121.
Figure S5: NADs of LeNet obtained through eigendecomposition of gradient covariance
Figure S6: NADs of VGG16 obtained through eigendecomposition of gradient covariance
Figure S7: NADs of ResNet-18 obtained through eigendecomposition of gradient covariance
Figure S8: NADs of DenseNet-121 obtained through eigendecomposition of gradient covariance
D.2 NADs obtained through the SVD of the mixed second derivative

The second way we can identify the NADs without training is using the expected right singular vectors of the mixed second derivative, $\nabla^2_{x,\theta} f_\theta(x)$. However, note that the mixed second derivative has a number of entries equal to the product of the weight and input dimensionalities, which can amount to more than a trillion elements. This makes it impossible to store this object in any common computational platform, and hence we can only estimate its singular vectors using power iteration methods [2]. Specifically, these methods estimate the spectral decomposition of a linear operator by sequentially alternating between the application of the linear operator on a vector and its adjoint. Consequently, we just need an efficient way to compute $\nabla^2_{x,\theta} f_\theta(x)$ and $v' \nabla^2_{x,\theta} f_\theta(x)$ for any $v$ and $v'$ to be able to compute the SVD. Algorithm 2 details these procedures. As we can see, in our algorithms we use a finite difference approximation to compute the directional input derivative of $\nabla_{\theta} f_\theta(x)$. Again, this helps for stability of the results.

Algorithm 2 NAD discovery through mixed second derivative

Require: Network architecture $f_\theta$, parameter distribution $\Theta$, evaluation sample $x$, number of Monte-Carlo samples $T$, and finite-difference scale $h$.

1: procedure DVP($\mathcal{F}$, $v$) $\triangleright$ Computes $\nabla^2_{x,\theta} f_\theta(x) v$
2: for $f_\theta \in \mathcal{F}$ do
3: \hspace{1em} $d \leftarrow 0$
4: \hspace{2em} $d \leftarrow d + \nabla_{\theta} f_\theta(x + hv) - \nabla_{\theta} f_\theta(x - hv)$
5: end for
6: return $d/T$
7: end procedure

8: procedure ADVP($\mathcal{F}$, $v'$) $\triangleright$ Computes $v' \nabla^2_{x,\theta} f_\theta(x)$
9: for $f_\theta \in \mathcal{F}$ do
10: \hspace{1em} $d \leftarrow 0$
11: \hspace{2em} $d \leftarrow d + \nabla_{x} \left( v' \nabla_{\theta} f_\theta(x) \right)$
12: end for
13: return $d/T$
14: end procedure

15: $\mathcal{F} \leftarrow \emptyset$ $\triangleright$ Function samples
16: for $t = 1, \ldots, T$ do
17: \hspace{1em} Draw $\theta \sim \Theta$
18: \hspace{2em} $\mathcal{F} \leftarrow \mathcal{F} \cup f_\theta$
19: end for

20: $\{(u_i, \sigma_i)\} \leftarrow \text{PowerIteration}(\text{DVP}, \text{ADVP})$ $\triangleright$ SVD through power iterations
21: return $\{u_i\}_{i=1}^D$

In the next figures, we show the results of the application of these algorithm to a LeNet, VGG-10 and ResNet-18. However, due to the high computational complexity of Algorithm 2 on large networks, we do not show them for the larger DenseNet-121. At this stage, it is important to highlight that the results of Algorithm 2 are much noisier than those of Algorithm 1 as seen in the resulting NADs depicted in Sec. D.1 and Sec. D.2. We believe this is due to the bad conditioning of Algorithm 2 due to the small magnitude of the second derivatives and the use of a power iteration method in Algorithm 2 with respect to the exact eigendecomposition in Algorithm 1. Nevertheless, looking at the shape (especially in the spectral domain) of the first few NADs obtained with both algorithms we can see that they are indeed very aligned.
Figure S9: NADs of LeNet obtained through SVD of mixed second derivative
Figure S10: NADs of VGG16 obtained through SVD of mixed second derivative
D.2.3 ResNet-18

Figure S11: NADs of ResNet-18 obtained through SVD of mixed second derivative

D.3 Further experiments with NADs

We now provide some further experiments using the NADs of some common neural network architectures. First, we give two additional experiments on the performance of a VGG11, and a multilayer perceptron (MLP) with 3 hidden layers with 500 neurons each, on a sequence of linearly separable datasets aligned with its NADs. As we can see in Fig S12, the VGG11 behaves very similarly to the other CNNs (see Fig. 6), only being able to generalize to a few distributions, whereas the MLP can always perfectly generalize to the test distribution. Note also, that the eigenvalue decay on the MLP is much less pronounced. In fact, we believe that this is only a result of the finite set of gradient samples used to perform its eigendecomposition, and we conjecture that in the limit of infinite samples the eigenvalue distribution of the MLP will be completely flat (as we formally proved for the single hidden layer network of Example 3).

D.3.1 Speed of convergence

NADs also have an effect in optimization. To show this, we tracked the training loss of a LeNet and a ResNet-18 when trained on different $D(v)$ parameterized by the NAD sequence. Fig. S13 shows these results. As expected, even if in all cases these networks achieved almost a 100% test accuracy,
the effect of NADs is clearly visible during optimization. This is, it takes much longer for these networks to converge to small training losses when the discriminative information of the dataset is aligned with the later NADs as opposed to the first ones. This is similar to the phenomenon described in Fig. 4b where we identified the same behaviour with respect to the Fourier basis. However, in that case, higher frequency was not a direct indicator of training hardness (cf. NAD index).

D.3.2 Generalization vs. number of training samples

NADs encapsulate the preference of a network to search for discriminative features in some particular directions. This means that a network first tries to fit the training data using features aligned with NADs of lower indices, before proceeding to later ones. In that sense, and for a fixed level of noise $\sigma$, one can argue that, if the discriminative direction of the data is aligned with a NAD of higher index (i.e., not properly aligned with the directional inductive bias of the network), it is quite likely that the network will overfit to some discriminative but non-generalizing solutions, using noisy features that are aligned with NADs of lower indices. In this case, and for reducing such spurious correlations, more training samples might be necessary for the network to “ignore” such solutions.
and seek for other discriminative ones using NADs of higher indices (and hence eventually finding
the discriminative and generalizing one).

On the contrary, if the discriminative direction of the data is aligned with a lower NAD index (i.e.,
properly aligned with the directional inductive bias of the network), then the network tries to fit the
training data along the truly generalizing direction earlier; hence, the possibility of overfitting to
noisy features appearing along higher NAD indices is reduced. In that sense, even a few training
samples might be enough for the network to converge to the generalizing solution.

An illustration of this dependency between the alignment of the generalizing direction with the NADs,
and the number of training samples, is shown in Fig. S14. For both cases, it is clear that less training
data are required for the network to generalize when the discriminative direction $v$ is aligned with
the lower NADs of the network. On the contrary, when $v$ is aligned with higher NADs, more data is
required for the network to “ignore” the noisy features and find the generalizing solution. In fact, as
clearly observed for the case of ResNet-18, given a large amount of training samples (considering the
simplicity of the task) the network can eventually generalize perfectly, regardless the position of the
direction $v$.

Figure S14: Generalization vs number of training samples for two CNNs trained using different
training sets drawn from $D(v)$ ($\epsilon = 1$, and $\sigma = 3$). Directions $v$ taken from the NAD sequence.
Details of experiments on CIFAR10

All our experiments on CIFAR-10 use networks trained for 50 epochs using SGD with a linearly decaying learning rate with maximum value 0.21, fixed momentum 0.9 and a weight decay of $5 \times 10^{-4}$. Again, our objective is not to obtain the best achievable performance, but to show relative differences with respect to NADs for a fixed training setup. Hence, the hyperparameters of these networks were not optimized in any way during this work. Instead they were selected from a set of best practices from the DAWN Bench submissions that have been empirically shown to give a good trade-off in terms of convergence speed and performance.

We finish this section with a detailed description of the poisoning experiment. In particular, recall that, in the binary class setting, i.e., $y \in \{-1, +1\}$ an easy way to introduce a poisonous carrier on a sample $x$ is to substitute the information on that sample in a given direction by $\epsilon y$. However, this means that, for a given direction $u$, we can only allocate at most two classes. A simple extension to the multi-class case, i.e., $y \in \{1, \ldots, L\}$, uses therefore $\lceil L/2 \rceil$ directions to poison all samples.

CIFAR-10 has $L = 10$ classes, but also, its samples contain information spread along $K = 3$ color channels. The NADs that we computed in Sec. 3.1 were computed for single-channel inputs. Hence, we need to extend them to work in the $K$-channel case. Let $\{u_i\}_{i=1}^D$ be the NADs of a deep neural network for a single channel input. The NADs of the same architecture with $K$ input channels are $\{u_i \otimes e_k', i = 1, \ldots, D, k = 1, \ldots, K\}$, where $e_k'$ represents the $k$th canonical basis vector of $\mathbb{R}^K$.

All in all, using these extensions to the simple setting, we can easily poison CIFAR-10. Given a carrier NAD index $i$, for each sample $x_j \in \mathbb{R}^{DK}$ in the training set with associated label $y_j$, we can modify it such that it satisfies $x_j^T (u_i \otimes e_k'_{\lfloor y_j/2 \rfloor}) = \epsilon (2\|y_j\|_2 - 1)$. Note that, for any $\epsilon > 0$, this small modification on the training set renders each class linearly separable from the others using only the poisonous features. However a classifier that uses these features will not be able to generalize to the unpoisoned test set.
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