Abstract

The task of maximizing a monotone submodular function under a cardinality constraint is at the core of many machine learning and data mining applications, including data summarization, sparse regression and coverage problems. We study this classic problem in the fully dynamic setting, where elements can be both inserted and removed. Our main result is a randomized algorithm that maintains an efficient data structure with a poly-logarithmic amortized update time and yields a \((1/2 - \epsilon)\)-approximate solution. We complement our theoretical analysis with an empirical study of the performance of our algorithm.

1 Introduction

Thanks to the ubiquitous nature of “diminishing returns” functions, submodular optimization has established itself as a central topic in machine learning, with a myriad of applications ranging from active learning \([\text{GK11}]\) to sparse reconstruction \([\text{Bac10, DDK12, DKT11}]\), video analysis \([\text{ZICP14}]\) and data summarization \([\text{BIRB15}]\). In this field, the problem of maximizing a monotone submodular function under a cardinality constraint is perhaps the most central. Despite its generality, the problem can be (approximately) solved using a simple and efficient greedy algorithm \([\text{NWF78}]\).

However, this classic algorithm is inefficient when applied on modern large datasets. To overcome this limitation, in recent years there has been much interest in designing efficient streaming \([\text{BMKK14, CK14, BFS15, FKK18, NTM+18}]\) and distributed algorithms \([\text{MZ15, MKBK15, BENW16, ENV19}]\) for submodular maximization.

Although those algorithms have found numerous applications, they are not well-suited for the common applications where data is highly dynamic. In fact, real-world systems often need to handle evolving datasets, where elements are added and deleted continuously. For example, in a recent study \([\text{DJR12}]\), Dey et al. crawled two snapshots of 1.4 million New York City Facebook users several months apart and reported that 52% of them had changed their profile privacy settings significantly during this period. Similarly, Snapchat processes several million picture uploads and deletions daily; Twitter processes several million tweet uploads and deletions daily. As one must still be able to run basic machine learning tasks, such as sparse recovery or data summarization, in such highly dynamic settings, we need fully dynamic algorithms: ones able to efficiently handle a stream containing not only insertions, but also an arbitrary number of deletions, with small processing time per update.
The general dynamic setting is classic and a staple of algorithm design, with many applications in machine learning systems. However, for many problems it is notoriously difficult to obtain efficient algorithms in this model. In the case of submodular maximization, algorithms have been proposed for the specialized settings of sliding windows \cite{CNZ16,ELVZ17} and robustness \cite{MBN17,KZK18}. However, as we discuss below, these solutions cannot handle the full generality of the described real-world scenarios.

**Our contribution.** In this paper we design an efficient fully dynamic algorithm for submodular maximization under a cardinality constraint. Our algorithm:

- takes as input a sequence of arbitrarily interleaved insertions and deletions,
- after each such update, it continuously maintains a solution whose value is in expectation at least \((1/2 - \epsilon)\) times the optimum of the underlying dataset at the current time,
- has amortized time per update that is poly-logarithmic in the length of the stream.

This result settles the status of submodular maximization as tractable in the dynamic setting. We also empirically validate the efficiency of our algorithm in several applications.

**Related work.** The question of computing a concise summary of a stream of \(n\) data points on the fly was first addressed by streaming algorithms. This line of work focuses on using small space, independent of (or only poly-logarithmically dependent on) \(n\). The SIEVESTREAMING algorithm \cite{BMKK14} achieves a \((1/2 - \epsilon)\)-approximation in this model, which is tight \cite{FNFSZ20}. The main thresholding idea of SIEVESTREAMING has had a large influence on recent submodular works, including ours. However, streaming algorithms do not support deletions. In fact, the low-memory requirement is fundamentally at odds with the dynamic setting, as any approximation algorithm for the latter must store all stream elements. A natural idea is to adapt streaming algorithms to deletions by storing the stream and recomputing the solution when it loses elements. However, this takes \(\Omega(n)\) time per deletion, and is also shown to be inefficient in our experimental evaluations.

A notable related problem is that of maintaining a summary that focuses only on recent data (e.g., the most recent one million data points). This task is captured by the sliding window model. In particular, \cite{CNZ16,ELVZ17} give algorithms that optimize a monotone submodular function under the additional constraint that only the last \(W\) elements of the stream can be part of the solution. Unfortunately this setting, while crucial for the data freshness objective, is unrealistic for real-world dynamic systems, where it is impossible to assume that data points are deleted in such structured order. In particular, emerging privacy concerns and data protection regulations require data processing platforms to respond rapidly to users’ data removal requests. This means that the arrival and removal of data points follows an arbitrary and non-homogeneous pattern.

Another important task is that of generating a summary that is robust to a specific number \(D\) of adversarial deletions. This setting is the inspiration for the two-stage deletion-robust model. In the first stage, elements are inserted, and the algorithm must retain an intermediate summary of limited size. In the second stage, an adversary removes a set of up to \(D\) items. The algorithm then needs to find a final solution from the intermediate summary while excluding the removed items. Despite the generality of the deleted items being arbitrary, this framework assumes that all deletions occur after all items have been introduced to the system, which is often unrealistic and incompatible with privacy objectives. Furthermore, in the known algorithms for this setting \cite{MBN17,KZK18}, the time needed to compute a single solution depends linearly on \(D\), which could be as large as the size \(n\) of the entire dataset. Therefore a straightforward use of these methods in fully dynamic settings would result in \(\Omega(n)\) per-update time, which is prohibitively expensive.

Finally, a closely related area is that of low-adaptivity complexity. In particular, \cite{FMZ19} is closely related to our work; we build upon the batch insertion idea of the Threshold Sampling algorithm introduced there.

---

\footnote{If even one element is not stored by an algorithm, an adversary could delete all other elements, bringing the approximation ratio down to 0.}
2 Preliminaries

We consider a (potentially large) collection \( V \) of items, also called the *ground set*. We study the problem of maximizing a *non-negative monotone submodular function* \( f : 2^V \to \mathbb{R}_{\geq 0} \). Given two sets \( X, Y \subseteq V \), the *marginal gain* of \( X \) with respect to \( Y \) is defined as

\[
f(X \mid Y) = f(X \cup Y) - f(Y),
\]

which quantifies the increase in value when adding \( X \) to \( Y \). We say that \( f \) is *monotone* if for any element \( e \in V \) and any set \( Y \subseteq V \), it holds that \( f(e \mid Y) \geq 0 \). The function \( f \) is *submodular* if for any two sets \( X \) and \( Y \) such that \( X \subseteq Y \subseteq V \) and any element \( e \in V \setminus Y \) we have

\[
f(e \mid X) \geq f(e \mid Y).
\]

Throughout the paper, we assume that \( f \) is *normalized*, i.e., \( f(\emptyset) = 0 \). We also assume that \( f \) is given in terms of a value oracle that computes \( f(S) \) for given \( S \subseteq V \). As usual in the field, when we talk about running time, we are counting the number of oracle calls/queries, each of which we treat as a unit operation. The number of non-oracle-call operations we perform is within a polylog factor of the number of oracle calls.

**Submodularity under a cardinality constraint.** The problem of maximizing a function \( f \) under a *cardinality constraint* \( k \) is defined as selecting a set \( S \subseteq V \) with \( |S| \leq k \) so as to maximize \( f(S) \). We will use \( \text{OPT} \) to refer to such a maximum value of \( f \).

**Notation for dynamic streams.** Consider a stream of insertions and deletions. Denote by \( V_i \) the set of all elements that have been inserted and not deleted up to the \( i \)-th operation. Let \( \text{OPT}_i \) be an optimum solution for \( V_i \); denote \( \text{OPT}_i = f(\text{OPT}_i) \).

In our dynamic algorithm we are interested in updating our data structure efficiently. We say that an algorithm has amortized update time \( t \) if its total running time to process a worst-case sequence of \( n \) insertions and deletions is in expectation at most \( nt \).

3 Overview of our approach and intuitive analysis

In this section we provide an overview of the main techniques and ideas used in our algorithm. To that end we skip some details of the algorithm and present the arguments intuitively, while formal arguments are provided in Section 4. We start by noting that previous approaches either do not support deletions altogether, or support only a limited (and small) number of deletions (with linear running time per deletion) and so they do not capture many real-world scenarios. In this work, we overcome this barrier by designing a novel fully dynamic data structure that has only poly-logarithmic amortized update time.

We start with a few useful observations. For a moment, ignore the values of elements in the ground set \( V \). Consider a set \( X \) of \( k \) elements sampled uniformly at random from \( V \). The set \( X \) is very robust against deletions (which, as a reminder, we assume to be chosen independently of the choice of \( X \)). Namely, in order to delete an \( \epsilon \)-fraction of the elements in \( X \), one needs (in expectation) to delete an \( \epsilon \)-fraction of the elements in \( V \). This property suggests the following fast algorithm, that we refer to by \( \text{ALG-SIMPLE} \), for maintaining a set of at most \( k \) elements: sample \( k \) elements uniformly at random from the ground set, and call that set \( X \); after an \( \epsilon \)-fraction of the elements in \( X \) is deleted, sample another \( X \) from scratch. The current set \( X \) represents an output after an update. \( \text{ALG-SIMPLE} \) has expected running time \( O(1/\epsilon) \) per deletion, and can also be extended to support insertions in \( \text{polylog}(n) \) time. The main issue with this approach is the lack of guarantees on the quality of the output solution after an update, i.e., the approach is oblivious to the values of the elements in \( V \). For instance, the ground set might contain many *useless* elements, hence selecting \( k \) of them uniformly at random would not lead to a set of high utility. The main idea in our paper is to partition the ground set into groups (that we call *buckets*) so that applying \( \text{ALG-SIMPLE} \) within each bucket outputs a robust set of high utility. Moreover, the union of these sampled elements provides close to optimal utility.

\[\text{Hence, each element from } V \text{ is sampled with probability } k/n.\]
Our data structure, which we refer to by $A$, divides the elements into $T = \log n$ levels, with each level subdivided into $R = \log k$ buckets. Informally speaking, each bucket is designed in such a way that selecting elements from it by ALG-SIMPLE results in sets that are both robust and high-quality. Our algorithm maintains a set $S$ that represents the output solution at every point; it is constructed by applying ALG-SIMPLE over distinct buckets. Different buckets might contribute different numbers of elements to $S$.

The structure of each level of $A$ is essentially the same. The main difference is that different levels maintain different numbers of elements, i.e., level $\ell$ maintains $O\left(\frac{n}{2^\ell} \cdot \text{polylog}(n)\right)$ many elements. Intuitively, and informally, levels with small $\ell$ are recomputed/changed only after many updates, while levels with large $\ell$, such as $\ell = T$, are sensitive to updates and recomputed more frequently. In particular, if we insert an extremely valuable element, then the level $\ell = T$ will guarantee that this newly added valuable element will appear in $S$. We now discuss the structure of $A$ in more detail.

We use $A_{i,\ell}$ to refer to the $i$-th bucket in level $\ell$. Each level is associated with a maximum bucket-size, with level 0 corresponding to the largest bucket-sizes. More precisely, we will maintain the invariant

$$|A_{i,\ell}| \leq \frac{n}{2^\ell} \cdot \text{polylog}(n)$$

for all $1 \leq i \leq R$. Organizing levels to correspond to exponentially decreasing bucket-sizes is one of the main ingredients that enables us to obtain a poly-logarithmic update time.

Buckets within each level are ordered so as to contain elements of exponentially decreasing marginal values with respect to the elements chosen so far. To illustrate this partitioning, consider the first bucket of level 0. Let $S$ be the set of elements representing our (partial) output so far; initially, $S = \emptyset$. Then, we define

$$A_{1,0} = \{ e \in V \mid \tau_1 \leq f(e \mid S) \leq \tau_0 \},$$

where $\tau_i \approx (1-\varepsilon)^i \text{OPT}$. It is clear that the construction of $A_{1,0}$ takes $O(n)$ time. After constructing $A_{1,0}$, our goal is to augment $S$ by some of the elements from $A_{1,0}$ so that the marginal gain of each element added to $S$ is in expectation at least $\tau_1$. After augmenting $S$, we also refine $A_{1,0}$. This is achieved by repeatedly performing the following steps:

From $A_{1,0}$ we randomly select a subset (of size at most $k - |S|$) of elements whose average marginal gain with respect to to $S$ is at least $\tau_1$. In Appendix C we explain how to obtain such a set efficiently. Then we add this set to $S$. Now, refine $A_{1,1}$ by removing from it all elements whose marginal gain with respect to $S$ is less than $\tau_1$. If $|A_{1,0}| \geq n/2$ and $|S| < k$, we repeat these steps.

Let us now analyze the robustness of $S \cap A_{1,0}$. The way we selected the elements added to $S$ enables us to perform a similar reasoning to the one we performed to analyze the robustness of ALG-SIMPLE. Namely, when an element $e \in A_{1,0}$ is added to $S$, it is always chosen uniformly at random from $A_{1,0}$. Also, the process of adding elements to $S$ from $A_{1,0}$ is repeated while $|A_{1,0}| \geq n/2$. In other words, $e$ is chosen from a large pool of elements, much larger than $k$. Hence, an adversary has to remove many elements, $\varepsilon |A_{1,0}| \geq n/2$ in expectation, to remove an $\varepsilon$-fraction of elements added from $A_{i,\ell}$ to $S$. Combining this observation with the fact that the construction of $A_{1,0}$ takes $O(n)$ time is key to obtaining to the desired update time.\footnote{As a reminder, OPT denotes the maximum value of $f(S)$ over all $S \subseteq V$ such that $|S| \leq k$.}

Note that so far we have assumed that a good solution can be constructed looking only at elements with marginal value larger than $\tau_1$. Unfortunately this is not always the case and so we need to extend our construction. To construct the remaining buckets $A_{i,\ell}$, we proceed in the same fashion as for $A_{1,0}$ in the increasing order of $i$. The only difference is that we consider decreasing thresholds:

$$A_{i,\ell} = \{ e \in V \mid \tau_i \leq f(e \mid S) \leq \tau_{i-1} \},$$

where $S$ is always the set of elements chosen so far. Once all the buckets in level 0 are processed, we proceed to level 1. The main difference between different layers is that for level $\ell$ we iterate while $|A_{i,\ell}| \geq n/2^\ell$ and $|S| < k$. So, in every level we explore more of our ground set. Importantly, we can show that on every level we consider a ground set that decreases in size significantly.

At first, it might be surprising that from bucket to bucket of level $\ell$ we consider elements in decreasing order of their marginal gain, and then in level $\ell + 1$ we again begin by considering elements of the

\footnote{Note that actually achieving the desired running time without any assumption requires further adjustments to the algorithm and more involved techniques that we introduce in further sections.}
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is inserted, e.g., \( f(e \mid S) > \text{OPT} / 2 \), then it will be processed via \( B_T \) and added to \( S \). In general, if there are \( 2^j \) inserted elements that collectively have very large gain given \( S \), then they will be processed via \( B_{T-j} \) and potentially used to update \( S \).
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The algorithm

We are now ready to describe our algorithm. For the sake of simplicity, we present an algorithm that is parameterized by \( \gamma \): a guess for the value \( \text{OPT} \). Moreover we assume that we know the maximum number of elements available at any given time \( \max_{1 \leq t \leq m} |V_t| \), which is upper-bounded by \( n \). Later we show how to remove these assumptions.

Our algorithm maintains a data structure that uses three families of element sets: \( A \) and \( S \) indexed by pairs \((i, \ell)\) and \( B \) indexed by \( \ell \). For an integer \( R \) that we will set later, the algorithm also maintains a sequence of thresholds \( \tau_0 > \ldots > \tau_R \) (indexed by \( i \)), where we think that \( \tau_0 \approx \gamma \) and \( \tau_R \approx \gamma / (2k) \). We use \( S_{j, \ell} \) to refer to the elements chosen to \( S \) from bucket \( j \) of level \( \ell \). Let \( S_{\text{pred}(i, \ell)} \) be the following union of sets:

\[
S_{\text{pred}(i, \ell)} = \bigcup_{1 \leq j \leq R, 0 \leq r < \ell} S_{j, r} \cup \bigcup_{1 \leq j \leq i} S_{j, \ell}.
\]

In words, a set \( S_{\text{pred}(i, \ell)} \), where “pred” refers to “predecessors”, defines the subset of elements of \( S \) chosen from the buckets that precede bucket \( i \) of level \( \ell \), including that bucket itself. At level \( \ell \) and for index \( i \), we define \( A_{i, \ell} \) to be the set of items with marginal value with respect to the set \( S_{\text{pred}(i, \ell)} \) in the range \([\tau_i, \tau_{i-1}]\). While \( A_{i, \ell} \) has at least \( 2^{T-\ell} \) items, we use a procedure called
We now state two technical theorems, and in Appendix C.1 we show how to combine them in the

In order to implement our algorithm efficiently, we need to be able to select a high-quality random
subset of \( A_i \) quickly. Our data structure enables us to do this using the PEELING procedure from [FMZ19] (whose full description and a precise statement and proofs of its guarantees are provided in Appendix C). This procedure takes as input a set \( N \) and identifies a number \( t \) and selects a set \( S \) of size \( t \) uniformly at random such that: i) the average contribution of each element in \( S \) is almost \( \tau \), ii) a large fraction of elements in \( N \) have contribution less than \( \tau \), conditioned on adding \( S \) to the solution, iii) it uses only a logarithmic number of oracle queries.

To maintain the above batch insertion logic with every insertion, the algorithm may need to recompute
many of the \( A \)-sets, which blows up the update time. To get around this problem, we introduce buffer sets \( B_t \) for each level \( 0 \leq \ell \leq T \). Each buffer set \( B_t \) has a capacity of at most \( 2^{T-\ell} - 1 \) items. When a new item \( x \) arrives, instead of recomputing all \( A \)-sets, we insert \( x \) into all buffer sets. If some buffer sets exceed their capacity, we pick the first one (with the smallest \( \ell^* \)) and reconstruct all sets in levels beginning from \( \ell^* \). We call this reconstruction process LEVEL-CONSTRUCT. It is presented as Algorithm 5. The insertion process is summarized as Algorithm 3.

When deleting an element \( x \), our data structure is not affected if the deleted item \( x \) does not belong to any set \( S_i,\ell \). But if it is deleted from some \( S_i,\ell \), we need to recompute the data structure starting from \( S_i,\ell \). To optimize the update time, we perform this update operation in a lazy manner as well. We recompute only if an \( \epsilon \)-fraction of items in \( S_i,\ell \) have been deleted since the last time it was constructed. To simplify the algorithm, we reconstruct the entire level \( \ell \) and also the next levels \( \ell + 1 \), ... in this case. The deletion logic is summarized as Algorithm 4.

We initialize all sets as empty. The sequence of thresholds \( \tau \) is set up as a geometric series parametrized by a constant \( \epsilon_1 > 0 \).

5 Analysis of the algorithm

We now state two technical theorems, and in Appendix C.1 we show how to combine them in the
main result. Here \( \epsilon_1, \epsilon_p > 0 \) are parameters of our algorithm; they affect both approximation ratio and oracle complexity. Intuitively, they should be thought of as small constants. (As a reminder, our approach consists of five methods INITIALIZATION, BUCKET-CONSTRUCT, INSERTION, DELETION and LEVEL-CONSTRUCT that are given as Algorithm 1 through Algorithm 3)

**Theorem 5.1** Let \( \text{Sol}_i \) be the solution of our algorithm and \( \text{OPT}_i \) be the optimal solution after \( i \) updates. Moreover, assume that \( \gamma \) in Algorithm 7 is such that \((1 + \epsilon_p) \text{OPT}_i \geq \gamma \geq \text{OPT}_i \). Then for any \( 1 \leq i \leq n \) we have \( \mathbb{E}[f(\text{Sol}_i)] \geq (1 - \epsilon_p - (1 + \epsilon_1)) \frac{\text{OPT}_i}{2} \).

**Theorem 5.2** The amortized expected number of oracle queries per update is \( O\left(\frac{R^6 \log^2(n)}{\epsilon_p^2 \epsilon} \right) \), where \( R \) equals \( \log_{1+\epsilon_1}(2k) \) (see Algorithm 1).

**Theorem 5.3** Our algorithm maintains a \((1 - 2\epsilon_p - (1 + \epsilon_1))/2\)-approximate solution after each operation. The amortized expected number of oracle queries per update of this algorithm is \( O\left(\frac{\log_{1+\epsilon_1}(k) \log^2(n)}{\epsilon_p^2 \epsilon} \right) \).

---

脚注**Algorithm PEELING is an implementation of the ideas behind ALG-SIMPLE described in Section 3**

脚注**We invoke PEELING on the function \( f'(e) = f(e \mid S_{\text{pred}(i,\ell)}) \), which is monotone submodular.**
We focus on the number of oracle calls performed during the computation and on the quality of Algorithm 3. The code of our implementations can be found at google-research/tree/master/fully_dynamic_submodular_maximization. All experiments in this paper are run on commodity hardware. Guarantees can also be found in Appendix E.

In this section we empirically evaluate our algorithm. We perform experiments using a slightly simplified variant of our algorithm; see Appendix E for more details. We note that this variant also maintains an almost $\frac{1}{2}$-approximate solution after each operation; it differs in the bound on the expected number of oracle queries per update that we can obtain, which is $O(k)$. A proof of these guarantees can also be found in Appendix E.

The code of our implementations can be found at https://github.com/google-research/google-research/tree/master/fully_dynamic_submodular_maximization. All experiments in this paper are run on commodity hardware.

We focus on the number of oracle calls performed during the computation and on the quality of returned solutions. More specifically, we perform a sequence of insertions and removals of elements, and after each operation $i$ we output a high-value set $S_i$ of cardinality at most $k$. For a given sequence of $n$ operations, we plot:

- **Total number of oracle calls** our algorithm performs for each of the $n$ operations.
- **Quality** of the average output set, i.e., $\frac{\sum_{i=1}^{n} f(S_i)}{n}$.

6 Empirical evaluation

**Algorithm 1** Initialization

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>$R \leftarrow \log_{1+\epsilon_1}(2k)$</td>
</tr>
<tr>
<td>2:</td>
<td>$\tau_i \leftarrow \gamma(1+\epsilon_1)^{-i}$ $\forall 0 \leq i \leq R$</td>
</tr>
<tr>
<td>3:</td>
<td>$T \leftarrow \log n$</td>
</tr>
<tr>
<td>4:</td>
<td>$A_{i,\ell} \leftarrow \emptyset$ $\forall 1 \leq i \leq R$ $0 \leq \ell \leq T$</td>
</tr>
<tr>
<td>5:</td>
<td>$S_{i,\ell} \leftarrow \emptyset$ $\forall 1 \leq i \leq R$ $0 \leq \ell \leq T$</td>
</tr>
<tr>
<td>6:</td>
<td>$B_{\ell} \leftarrow \emptyset$ $\forall 0 \leq \ell \leq T$</td>
</tr>
</tbody>
</table>

**Algorithm 2** Bucket-Construct($i, \ell$)

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>repeat</td>
</tr>
<tr>
<td>2:</td>
<td>$A_{i,\ell} = {e \in A_{i,\ell}</td>
</tr>
<tr>
<td>3:</td>
<td>if $</td>
</tr>
<tr>
<td>4:</td>
<td>$S_{i,\ell} \leftarrow S_{i,\ell} \cup \text{Peeling}(A_{i,\ell}, \tau_i, f')$</td>
</tr>
<tr>
<td>5:</td>
<td>end if</td>
</tr>
<tr>
<td>6:</td>
<td>until $</td>
</tr>
</tbody>
</table>

**Algorithm 3** Insertion($e$)

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>$B_{\ell} \leftarrow B_{\ell} \cup {e}$ $\forall 0 \leq \ell \leq T$</td>
</tr>
<tr>
<td>2:</td>
<td>$V \leftarrow V \cup {e}$</td>
</tr>
<tr>
<td>3:</td>
<td>if there exists an index $\ell$ such that $</td>
</tr>
<tr>
<td>4:</td>
<td>Let $\ell'$ be the smallest such index</td>
</tr>
<tr>
<td>5:</td>
<td>$S_{\ell', \ell'} \leftarrow \emptyset$ $\forall \ell' \leq T$ $\forall 1 \leq i \leq R$</td>
</tr>
<tr>
<td>6:</td>
<td>$B_{\ell} \leftarrow \emptyset$ $\forall \ell' \leq T$</td>
</tr>
<tr>
<td>7:</td>
<td>Level-Construct($\ell'$)</td>
</tr>
<tr>
<td>8:</td>
<td>end if</td>
</tr>
</tbody>
</table>

**Algorithm 4** Deletion($e$)

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>$A_{i,\ell} \leftarrow A_{i,\ell} \setminus {e}$ $\forall 1 \leq i \leq R$ $0 \leq \ell \leq T$</td>
</tr>
<tr>
<td>2:</td>
<td>$B_{\ell} \leftarrow B_{\ell} \setminus {e}$ $\forall 0 \leq \ell \leq T$</td>
</tr>
<tr>
<td>3:</td>
<td>$V \leftarrow V \setminus {e}$</td>
</tr>
<tr>
<td>4:</td>
<td>if $e \in S_{\text{pred}(R,T)}$ then</td>
</tr>
<tr>
<td>5:</td>
<td>Let $S_{i,\ell}$ be the set containing $e$</td>
</tr>
<tr>
<td>6:</td>
<td>Remove $e$ from $S_{i,\ell}$</td>
</tr>
<tr>
<td>7:</td>
<td>if the size of $S_{i,\ell}$ has reduced by $\epsilon$ fraction since it was constructed then</td>
</tr>
<tr>
<td>8:</td>
<td>$S_{i', \ell'} \leftarrow \emptyset$ $\forall \ell' \leq T$ $\forall 0 \leq i' \leq R$</td>
</tr>
<tr>
<td>9:</td>
<td>Level-Construct($\ell$)</td>
</tr>
<tr>
<td>10:</td>
<td>end if</td>
</tr>
<tr>
<td>11:</td>
<td>end if</td>
</tr>
</tbody>
</table>

**Algorithm 5** Level-Construct($\ell$)

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>$B_{\ell} \leftarrow \emptyset$</td>
</tr>
<tr>
<td>2:</td>
<td>for $i \leftarrow 1 \ldots R$ do</td>
</tr>
<tr>
<td>3:</td>
<td>if $\ell &gt; 0$ then</td>
</tr>
<tr>
<td>4:</td>
<td>$A_{i, \ell} \leftarrow B_{\ell-1} \cup \bigcup_{j=0}^{R} A_{j, \ell-1}$</td>
</tr>
<tr>
<td>5:</td>
<td>else</td>
</tr>
<tr>
<td>6:</td>
<td>$A_{i, \ell} \leftarrow V$</td>
</tr>
<tr>
<td>7:</td>
<td>end if</td>
</tr>
<tr>
<td>8:</td>
<td>Bucket-Construct($i, \ell$)</td>
</tr>
<tr>
<td>9:</td>
<td>end for</td>
</tr>
<tr>
<td>10:</td>
<td>if $</td>
</tr>
<tr>
<td>11:</td>
<td>$A_{i, \ell} \leftarrow \emptyset$ $\forall \ell &lt; \ell' \leq T$ $\forall 1 \leq i \leq R$</td>
</tr>
<tr>
<td>12:</td>
<td>end if</td>
</tr>
<tr>
<td>13:</td>
<td>if $\ell &lt; T$ and $</td>
</tr>
<tr>
<td>14:</td>
<td>Level-Construct($\ell + 1$)</td>
</tr>
<tr>
<td>15:</td>
<td>end if</td>
</tr>
</tbody>
</table>
Figure 1: The plots in this figure are obtained for \( f \) being the graph coverage function. Plots (a) and (b) show the results on the Enron dataset. We fix an arbitrary order of the Enron email addresses and process them sequentially over windows of size 30,000. We first insert all elements, and then delete them in the same order. Plots (c) and (d) depict the results for the ego-Twitter dataset. In this experiment the insertions are performed in a random order, while deletions are performed starting from highest-degree nodes.

**Dominating sets.** In our evaluation we use the dominating set objective function. Namely, given a graph \( G = (V, E) \), for a subset of nodes \( Z \subseteq V \) we define \( f(Z) = |N(Z) \cup Z| \), where \( N(Z) \) is the node-neighborhood of \( Z \). This function is monotone and submodular.

**Datasets and their processing.** We perform evaluations on the Enron (|\( V \)| = 36,692, |\( E \)| = 183,831), the ego-Twitter (|\( V \)| = 81,306, |\( E \)| = 1,768,149), and the Pokec (|\( V \)| = 1,632,803, |\( E \)| = 30,622,564) graph datasets from SNAP Large Networks Data Collection [LK15].

We run two types of experiments on the abovementioned datasets.

1. We consider a sliding window of size \( \ell \) over an arbitrary order of the nodes of the graph. When the window reaches a node, we add that node to the stream. Similarly, after \( \ell \) insertions, i.e., when a node leaves the window, we delete it. This provides us with a stream of interspersed insertions and deletions. Moreover, setting \( \ell \) to the number of nodes in the graph is equivalent to inserting all the nodes in an arbitrary order and then deleting them in the same order.

2. We insert all the nodes of the graph in arbitrary order. Afterward, we delete them node-by-node by choosing a node in the current solution that has the largest neighborhood. Intuitively, we delete the elements that contribute the most to the optimum solution; this potentially results in many changes to \( \text{Sol}_i \). We observe that even for this stream, our algorithm is efficient and makes a small number of oracle calls on average.

Due to space constraints, we present the results of only two experiments, one for each of the types. For the first type, we present the results on the Enron dataset for a window of size \( \ell = 30,000 \). For the second type, we present the results on the ego-Twitter dataset. Further results on other datasets and different values of \( \ell \) are included in Appendix D.

**The baselines.** We consider the performance of our algorithm for \( \epsilon = 0.0 \) and \( \epsilon = 0.2 \), and denote those versions by ALG\(_{0.0}\) and ALG\(_{0.2}\), respectively. Recall that in our algorithm, if an \( \epsilon \)-fraction of elements is deleted from the solution on some level, we reconstruct the solution beginning from that
level. We cannot compare against the true optimum or the greedy solution, as computing them is intractable for data of this size. We compare our approach with the following baselines:

1. The algorithms of [CNZ16] and [ELYZ17] (developed concurrently and very similar). This method is designed for the sliding window setting and can only be used if elements are deleted in the same order as they were inserted. It is parametrized by $\varepsilon$ and we consider values of $\varepsilon = 0.1$ and $\varepsilon = 0.2$, and use CNZ$_{0.1}$ and CNZ$_{0.2}$ to denote these two variants.

2. SIEVESTREAMING [BMKK14], which is a streaming algorithm that only supports inserting elements. For any insertion, we simply have SIEVESTREAMING insert the element. For any deletion that deletes an element in the solution of SIEVESTREAMING, we restart SIEVESTREAMING on the set of currently available elements.

3. RND algorithm, which maintains a uniformly random subset of $k$ elements. RND outputs solutions of significantly lower quality than other baselines, so due to space constraints we report its objective value results only in the appendix.

Results. The results of our evaluation are presented in Fig. 1. As shown in plots (b) and (d), our approach (even for different values of $\varepsilon$) is qualitatively almost the same as SIEVESTREAMING. However, compared to SIEVESTREAMING, our approach has a smoother increase in the number of oracle calls with respect to the increase in $k$. As a result, starting from small values of $k$, e.g., $k = 40$, our approach ALG$_{0.2}$ requires at least $2 \times$ fewer oracle calls than SIEVESTREAMING to output sets of the same quality for both Enron and ego-Twitter. The behavior of our algorithm for $\varepsilon = 0.0$ is closest to SIEVESTREAMING in the sense that, as soon as a deletion from the current solution occurs, it performs a recomputation (see Line 7 of DELETION). For larger $\varepsilon$ our approach performs a recomputation only after a number of deletions from the current solution. As a result, for $\varepsilon = 0.2$, on some datasets our approach requires almost $3 \times$ fewer oracle calls to obtain a solution of the same quality as SIEVESTREAMING (see Fig. 1(c) and (d)).

Compared to CNZ$_{0.1}$ and CNZ$_{0.2}$ in the context of sliding-window experiments (plots (a) and (b) in Fig. 1), our approach shows very similar performance in both quality and the number of oracle calls. CNZ$_{0.2}$ is somewhat faster than our approach (plot (a)), but it also reports a lower-quality solution (plot (b)). We point out that CNZ fundamentally requires that insertions and deletions are performed in the same order. Hence, we could not run CNZ for plots (c) and (d), where the experiment does not have that special structure. Since our approach is randomized, we repeat each of the experiments 5 times using fresh randomness; plots show the mean values. The standard deviation of reported values for ALG$_{0.0}$ and ALG$_{0.2}$, less than 5%, is plotted in Fig. 8.

7 Conclusion and future work

We present the first efficient algorithm for cardinality-constrained dynamic submodular maximization, with only poly-logarithmic amortized update time. We complement our theoretical results with an extensive experimental analysis showing the practical performance of our solution. Our algorithm achieves an almost $\frac{1}{2}$-approximation. This approximation ratio is tight in the (low-memory) streaming setting [FNFSZ20], but not necessarily in the dynamic setting; a natural question is whether it can be improved, even for insertion-only streams. Another compelling direction for future work is to extend the current result to more general constraints such as matroids.
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8Like our algorithm, SIEVESTREAMING operates parallel copies of the algorithm for different guesses of OPT. We restart only those copies whose solution contains the removed element.
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A \hspace{1cm} \textbf{Query complexity of our algorithm}

We now state two invariants that are maintained by our algorithms. We will then use these invariants to analyze the oracle-query complexity of our algorithms.

\textbf{Invariant 1} For any $\ell$, it holds that $|A_{\ell}| \leq (R+1) \cdot 2^{T-\ell}$. Here we overload notation $A_{\ell}$ to denote $\bigcup_{i=1}^{R} A_{i,\ell}$.

\textbf{Invariant 2} For any $\ell$, it holds that $|B_{\ell}| \leq 2^{T-\ell}$.

\textbf{Lemma A.1} If \textbf{invariants \hspace{1em} 1 and \hspace{1em} 2} hold before invoking LEVEL-CONSTRUCT (Algorithm 5), then they also hold after executing Line 13 of LEVEL-CONSTRUCT. Consequently, the invariants hold after LEVEL-CONSTRUCT terminates.

\textit{Proof.} First, notice that the invocation of LEVEL-CONSTRUCT($\ell'$) never adds new elements to any $B_{\ell}$, hence the claim holds for Invariant 2. Now we prove the claim for Invariant 1.

Notice that LEVEL-CONSTRUCT($\ell'$) only potentially increases the elements of level $\ell'$, and the only change for the rest is a reset to the empty set. Therefore we only focus on showing the invariant for on $A_{i,\ell'}$. When LEVEL-CONSTRUCT($\ell'$) is invoked, it iterates over all $i = 0 \ldots R$, and for each of them invokes BUCKET-CONSTRUCT on Line 8. By the definition, BUCKET-CONSTRUCT($i', \ell'$) increments $S_{i', \ell'}$ and reduces $A_{i', \ell'}$ until the size of $A_{i', \ell'}$ becomes less than $2^{T-\ell'}$ or until $|S_{\text{pred}(R,T)}| \geq k$ (see Line 6 of BUCKET-CONSTRUCT). After this invocation of BUCKET-CONSTRUCT the set $A_{i', \ell'}$ is not changed anymore. There are now two cases, depending on which of the two conditions on Line 6 of BUCKET-CONSTRUCT is false.

\textbf{Case} $|S_{\text{pred}(R,T)}| \geq k$. In this case, each $A_{i', \ell'}$ is set to be the empty set (Line 11 of LEVEL-CONSTRUCT), and hence the claim follows directly.

\textbf{Case} $|A_{i', \ell'}| < 2^{T-\ell'}$. In this case, the size of $A_{i', \ell'}$ remains at most $2^{T-\ell'}$ throughout the rest of the execution. Since this holds for each $j = 0 \ldots R$ for which $|A_{j, \ell'}| < 2^{T-\ell'}$, after the loop on Line 2 terminates we have that $|A_{\ell'}| \leq (R+1)2^{T-\ell'}$. $\blacksquare$

\textbf{Lemma A.2} If \textbf{invariants \hspace{1em} 1 and \hspace{1em} 2} hold before invoking INSERTION (Algorithm 3), then they also hold after INSERTION terminates.

\textit{Proof.} Observe that Line 1 of INSERTION changes only sets $B_{\ell}$. Hence, if Line 3 evaluates to false, then the two invariants still hold. Before we analyze the case when Line 3 evaluates to true, we first show that there does not exist $\ell'$ such that $|B_{\ell'}| > 2^{T-\ell'}$. Observe that INSERTION is the only function that adds elements to $B_{\ell'}$.

Towards a contradiction, assume that there is an invocation of INSERTION where for some $\ell'$ it holds that $|B_{\ell'}| > 2^{T-\ell'} \geq 1$. Let that be the $c$-th invocation of INSERTION. Since in each invocation of INSERTION the size of $B_{\ell}$ increases by at most 1, it means that in the $(c-1)$-st invocation of INSERTION it holds that $|B_{\ell'}| \geq 2^{T-\ell'}$. Hence, Line 3 evaluates to true in that invocation. So, by the choice of $\ell^*$ (see Line 4 of INSERTION) it holds that $\ell^* \leq \ell'$. But this now implies that Line 6 of INSERTION sets $B_{\ell^*}$ to be the empty set. Hence, after Line 3 of INSERTION evaluates to true in the $(c-1)$-st invocation, the size of $B_{\ell'}$ in the $c$-th invocation is at most 1. This contradicts our assumption.

This now implies that when LEVEL-CONSTRUCT is invoked, the two invariants hold. Hence, by \textbf{Lemma A.1} these two invariants also hold after the execution of LEVEL-CONSTRUCT invoked on Line 7 of INSERTION, and consequently hold after the execution of INSERTION. $\blacksquare$

\textbf{Lemma A.3} If \textbf{invariants \hspace{1em} 1 and \hspace{1em} 2} hold before invoking DELETION (Algorithm 4), then they also hold after DELETION terminates.

\textsuperscript{9}Recall that $T = \log n$ (see Line 3 of INITIALIZATION.)
Proof. On Lines 1 and 2 DELETION removes some elements from \( A_{i, \ell} \) and \( B_\ell \). So, these steps maintain invariants\( 1 \) and \( 2 \). The rest of the changes of the sets \( A_{i, \ell} \) and \( B_\ell \) is done through invocation of LEVEL-CONSTRUCT on Line 9. The proof now follows by Lemma A.1. \( \square \)

A.1 Oracle-query Complexity

**Lemma A.4 (LEVEL-CONSTRUCT Complexity)** \( \text{LEVEL-CONSTRUCT}(\ell) \) performs \( O(R^4 \cdot 2^{T-\ell} \cdot \epsilon_p) \) oracle queries in expectation.

**Proof.** Note that all the oracle queries performed by LEVEL-CONSTRUCT are via invocations of BUCKET-CONSTRUCT. Hence, we first analyze the oracle-query complexity of BUCKET-CONSTRUCT. We begin by bounding \( |A_{i, \ell}| \) during an execution of LEVEL-CONSTRUCT(\( \ell \)).

By the invariants, from Lines 4 and 6 of LEVEL-CONSTRUCT we have that for each \( i \) and if \( R \geq 2 \) it holds that

\[
|A_{i, \ell}| \leq |B_{\ell-1}| + \sum_{j=0}^{R} |A_{j, \ell-1}|
\]

\[
\leq 2^{T-\ell+1} + (R + 1) \cdot 2^{T-\ell+1}
\]

\[
\leq 4 \cdot R \cdot 2^{T-\ell}. \quad (1)
\]

**Oracle queries of BUCKET-CONSTRUCT(\( i, \ell \)).** For each \( i \), LEVEL-CONSTRUCT invokes BUCKET-CONSTRUCT on Line 8. Line 2 of BUCKET-CONSTRUCT performs at most \( |A_{i, \ell}| \) oracle queries. By Lemma C.4 peeling invoked on Line 4 requires at most \( c \cdot \log^2 k \) oracle queries, for some absolute constant \( c \). Furthermore, from Item 4 of Lemma C.4 and our bound (1), BUCKET-CONSTRUCT in expectation executes at most \( c_1 \cdot \log \frac{R}{\epsilon_p} \) iterations, for some absolute constant \( c_1 \), until \( |A_{i, \ell}| < 2^{T-\ell} \). This altogether implies that in expectation BUCKET-CONSTRUCT(\( i, \ell \)) performs at most

\[
c_1 \cdot \frac{\log R}{\epsilon_p} \cdot R \cdot (|A_{i, \ell}| + c \cdot \log^2 k)
\]

oracle queries.

**Total number of oracle queries.** Let \( C \) be the expected number of oracle queries performed by \( \text{LEVEL-CONSTRUCT}(\ell) \). Given that \( \text{LEVEL-CONSTRUCT}(\ell) \) might recursively invoke LEVEL-CONSTRUCT(\( \ell' \)) for all \( \ell < \ell' \leq T \), from our bounds above we have

\[
C \leq \sum_{\ell'=\ell}^{T} \sum_{i=0}^{R} c_1 \cdot \frac{\log R}{\epsilon_p} \cdot (|A_{i, \ell}| + c \cdot \log^2 k)
\]

\[
\leq c_1 (R + 1) \frac{\log R}{\epsilon_p} \cdot \sum_{\ell'=\ell}^{T} (4 \cdot R \cdot 2^{T-\ell} + c \cdot \log^2 k).
\]

Using that \( \sum_{\ell'=\ell}^{T} 2^{T-\ell} \leq 2 \cdot 2^{T-\ell} \), that \( R \geq \log k \), and also that \( (T - \ell')c \cdot \log^2 k \leq 2^{T-\ell} \cdot c \cdot \log^2 k \), from the last chain of inequalities we further derive

\[
C = O(R^4 \cdot 2^{T-\ell} / \epsilon_p),
\]

as desired. \( \square \)

**Lemma A.5 (Amortized complexity per deletion)** The amortized number of oracle queries per deletion is \( O \left( \frac{R^2 \log^3(n)}{\epsilon_p^2} \right) \) in expectation.

We first give an intuition of why this lemma holds, and then provide a formal proof. Let us concentrate on a single bucket \((i, \ell)\). By construction, any element added to \( S_{i, \ell} \) is added from a set \( A_{i, \ell} \) of
size at least $2^{T-\ell}$. This happens in every iteration inside BUCKET-CONSTRUCT, of which there are $O(\log(n)/\epsilon_p)$ many with high probability because of Property 4 of Lemma C.4. Therefore, any given element to be removed is not very likely to have been in the solution set $S_{i,\ell}$. Since a recomputation is triggered once an $\epsilon$ fraction of that set is removed (see Line 7), it is required to remove a large ($\Omega(\epsilon_p\epsilon/\log(n))$) fraction of elements of $A_{i,\ell}$ (which has size at least $2^{T-\ell}$) in expectation before this happens. Once recomputation is triggered, it costs $O(2^{T-\ell} \cdot R^4/\epsilon_p)$ oracle queries by Lemma A.4.

So, the overall amortized oracle-query complexity per deletion is $O\left(\frac{R^4 \log(n)}{\epsilon_p^2 \epsilon}\right)$. We conclude by summing up these contributions over all buckets $(i, \ell)$.

**Proof.** We now formalize these arguments. Fix $(i, \ell)$. We will analyze the way $S_{i,\ell}$ is constructed by BUCKET-CONSTRUCT$(i, \ell)$ from $A_{i,\ell}$. This is done iteratively within the loop on Line 1. Let $I$ be the number of iterations performed by BUCKET-CONSTRUCT. Denote by $A_{i,\ell}^0$ the set $A_{i,\ell}$ and by $S_{i,\ell}^t$ the set $S_{i,\ell}$ at the end of the $t$-th iteration, for $t = 1, 2, \ldots, I$. Let $S_{i,\ell}^0 \triangleq \emptyset$. Assume that $|A_{i,\ell}^0| \geq 2^{T-\ell}$, as otherwise $S_{i,\ell}$ is empty and hence no deletion affects $S_{i,\ell}$.

First we argue that $I \leq 32 \log(n)/\epsilon_p$ with high probability. Let $F_t$ be the fraction of elements not filtered away in the $t$-th iteration (if $t > I$, set $F_t = 0$). Property 4 of Lemma C.4 implies that $F_t$ is at most $1 - \epsilon_p/8$ in expectation (regardless of the state before the $t$-th iteration). Thus we have

$$E[F_1 \cdot F_2 \cdot \cdots \cdot F_{32 \log(n)/\epsilon_p}] \leq (1 - \epsilon_p/8)^{4 \log(n) \cdot 8/\epsilon_p} \approx (1 - \epsilon_p/8)^{4 \log_2 1 - \epsilon_p/\epsilon(n)} = n^{-4}$$

and by Markov’s inequality, the probability that $I > 32 \log(n)/\epsilon_p$, for which it is necessary that $F_1 \cdot F_2 \cdot \cdots \cdot F_{32 \log(n)/\epsilon_p} \geq 1/|A_{i,\ell}^0|$, is at most $|A_{i,\ell}^0| \cdot n^{-4} \leq n^{-3}$.

In the rest of the proof, we will show that in expectation it is needed to remove $\frac{\epsilon_p 2^{T-\ell}}{32 \log(n)}$ elements from $A_{i,\ell}^1$ in order for Line 7 of DELETION to become true.

Define $D^t \triangleq S_{i,\ell}^t \setminus S_{i,\ell}^{t-1}$, for each $1 \leq i \leq I$. The set $D^t$ is obtained on Line 4 of BUCKET-CONSTRUCT by invoking PEELING on $A_{i,\ell}^t$. By Lemma C.4, this set is a subset of $A_{i,\ell}^t$ of cardinality $|D^t|$ chosen uniformly at random. Observe that $A_{i,\ell}^t$ depends on the choice of $S_{i,\ell}^{t-1}$; in particular, $A_{i,\ell}^t \cap S_{i,\ell}^{t-1} = \emptyset$ as long as $\tau > 0$. Nevertheless, the randomness used by PEELING to obtain $D^t$ from $A_{i,\ell}^t$ does not depend on the choice of $S_{i,\ell}^{t-1}$. For $r = 1, 2, \ldots, \ell$, let $X_r$ be the chronologically first $r$ elements removed from $A_{i,\ell}^1$. Then

$$E\left[|D^t \cap X_r| \div |A_{i,\ell}^t|\right] = \frac{|A_{i,\ell}^t \cap X_r|}{|A_{i,\ell}^t|} \leq \frac{r}{2^{T-\ell}}$$

and thus

$$E\left[|D^t \cap X_r| \div |D^t|\right] \leq \frac{r}{2^{T-\ell}}.$$

We write

$$E\left[|X_r \cap S_{i,\ell}| \div |S_{i,\ell}|\right] = E\left[|X_r \cap S_{i,\ell}| \div |S_{i,\ell}|\right] \cdot P\left[I \leq \frac{32 \log(n)}{\epsilon_p}\right] + E\left[|X_r \cap S_{i,\ell}| \div |S_{i,\ell}|\right] \cdot P\left[I > \frac{32 \log(n)}{\epsilon_p}\right].$$
Let us adopt the convention that $D_t = \emptyset$ and $\frac{|D_t \cap X_t|}{|D_t|} = 0$ for $t > I$. Then

\[
\mathbb{E} \left[ \frac{|X_t \cap S_{i,\ell}|}{|S_{i,\ell}|} \mid I \leq \frac{32 \log(n)}{\epsilon_p} \right] = \mathbb{E} \left[ \sum_{t=1}^{I} \frac{|X_t \cap D_t|}{|S_{i,\ell}|} \mid I \leq \frac{32 \log(n)}{\epsilon_p} \right] \\
\leq \frac{32 \log(n)/\epsilon_p}{\epsilon_p} \sum_{t=1}^{32 \log(n)/\epsilon_p} \mathbb{E} \left[ \frac{|X_t \cap D_t|}{|D_t|} \mid I \leq \frac{32 \log(n)}{\epsilon_p} \right] \\
\leq \frac{32 \log(n)/\epsilon_p}{\epsilon_p} \sum_{t=1}^{32 \log(n)/\epsilon_p} \mathbb{E} \left[ \frac{|X_t \cap D_t|}{|D_t|} \right] \cdot \mathbb{P} \left[ I \leq \frac{32 \log(n)}{\epsilon_p} \right]^{-1} \\
\leq \frac{32 \log(n)}{\epsilon_p} \cdot \frac{r}{2^{T-I}} \cdot \mathbb{P} \left[ I \leq \frac{32 \log(n)}{\epsilon_p} \right]^{-1} 
\]

(for the second inequality we used the simple fact that $\mathbb{E}[X \mid A] \leq \mathbb{E}[X] / \mathbb{P}[A]$ for $X \geq 0$). In the end we get

\[
\mathbb{E} \left[ \frac{|X_t \cap S_{i,\ell}|}{|S_{i,\ell}|} \right] \leq \frac{32 \log(n)}{\epsilon_p} \cdot \frac{r}{2^{T-I}} + n^{-3}.
\]

Let $D$ denote the number of elements removed before Line 7 of DELETION evaluates to true. We have

\[
\mathbb{E}[D] = \sum_{r=0}^{\infty} \mathbb{P}[D > r] \\
\geq \sum_{r=1}^{\frac{32 \log(n)}{\epsilon_p}} \mathbb{P} \left[ \frac{|X_t \cap S_{i,\ell}|}{|S_{i,\ell}|} < \epsilon \right] \\
\geq \sum_{r=1}^{\frac{32 \log(n)}{\epsilon_p}} \left( 1 - \frac{32 \log(n)/\epsilon_p \cdot \frac{r}{2^{T-I}} + n^{-3}}{\epsilon} \right) \\
\geq \frac{\epsilon \epsilon_p 2^{T-I}}{32 \log(n)},
\]

where the second-last inequality follows from Markov’s inequality. Finally, a recomputation costs $O(2^{T-I} \cdot R^4/\epsilon_p)$ oracle queries by Lemma A.4. This is in expectation over the randomness used in the recomputation, which is independent from the randomness used to determine $D$ (so we can compute the expectation of the ratio using the ratio of the expectations). Thus the expected amortized cost per deleted element is $O \left( \frac{R^4 \log(n)}{\epsilon_p^2} \right)$.

We obtain the final bound by summing up the contributions of all $RT$ buckets to this amortized expected recomputation cost. □

Lemma A.6 (Amortized complexity per insertion) The amortized number of oracle queries per insertion is $O(T \cdot R^4/\epsilon_p)$ in expectation.

Proof. When an element $e$ is inserted, it is added to $B_\ell$ for all $0 \leq \ell \leq T$ (see Line 1 of INSERTION). Assume that after adding $e$ some sets $B_\ell$ become “too large”, i.e., $|B_\ell| \geq 2^{T-\ell}$ (see Line 3). Let $\ell^*$ be the smallest such $\ell$. Then, INSERTION invokes LEVEL-CONSTRUCT($\ell^*$) on Line 7. By Lemma A.4 this invocation requires $O(2^{T-\ell^*} \cdot R^4/\epsilon_p)$ oracle queries in expectation. Also, during this invocation the set $B_{\ell^*}$ is set to be the empty set (see Line 1 of LEVEL-CONSTRUCT($\ell^*$)). Moreover, at the beginning of the algorithm $B_{\ell^*}$ was empty and is augmented only by INSERTION. This altogether means that $2^{T-\ell^*}$ elements have to be added to $B_{\ell^*}$ in order for INSERTION to invoke this execution of LEVEL-CONSTRUCT. This implies that per one element added to $B_{\ell^*}$, INSERTION uses $O(R^4/\epsilon_p)$
oracle queries. Moreover, an element is added to \( T \) different sets \( B_\ell \). Therefore, across all \( \ell \), \( \text{INSERTION} \) in expectation spends \( O(T \cdot R^3/\epsilon_p) \) oracle queries per one inserted element. \( \square \)

Together, Lemma A.5 and A.6 imply the following result.

**Theorem 5.2** The amortized expected number of oracle queries per update is \( O \left( \frac{R^5 \log^2(n)}{\epsilon_p^2 \cdot \epsilon} \right) \), where \( R \) equals \( \log_{1+\epsilon_p}(2k) \) (see Algorithm 1).

### B Correctness of our algorithm

Let us start by introducing a key property of our algorithm. Throughout this section, in case \( \ell = 0 \), by \( S_{\text{pred}(r,\ell-1)} \) we denote \( S_{\text{pred}(r-1,T)} \) and we define \( S_{\text{pred}(1,T)} = \emptyset \).

**Observation B.1** The only time when elements are added to one of the sets \( S_{i,\ell} \) is Line 4 of Algorithm 2. Moreover, all the sets \( S_{i,\ell} \), after \( S_{i,\ell} \) are empty, i.e.,

\[
\bigcup_{0 \leq j \leq R, \ell < r \leq T} S_{j,r} \cup \bigcup_{i+1 \leq j \leq R} S_{j,\ell} = \emptyset.
\]

**Proof.** This follows from the fact that we empty all the abovementioned sets in Line 5 of Algorithm 3 and Line 8 of Algorithm 4 before calling \( \text{LEVEL-CONSTRUCT} \), and those are the only lines that \( \text{BUCKET-CONSTRUCT} \) is called from. \( \square \)

**Theorem 5.1** Let \( \text{Sol}_i \) be the solution of our algorithm and \( \text{OPT}_i \) be the optimal solution after \( i \) updates. Moreover, assume that \( \gamma \) in Algorithm 1 is such that \( (1+\epsilon_p)\text{OPT}_i \geq \gamma \geq \text{OPT}_i \). Then for any \( 1 \leq i \leq n \) we have \( \mathbb{E}[f(\text{Sol}_i)] \geq (1-\epsilon_p - \epsilon(1+\epsilon_1)) \frac{\text{OPT}_i}{2} \).

**Proof.** Consider the last time \( j \) when \( \text{LEVEL-CONSTRUCT}(\ell) \) is called for some value \( \ell \). Let us start by analysing \( f(\text{Sol}_i) \). Consider the following two cases depending on the size of \( S_{\text{pred}(r,T)} \) at this moment, i.e., after the \( j \)-th operation:

- If \( |S_{\text{pred}(r,T)}| = k \): then by Item 3 of Lemma C.4 any set of elements that are added to one of the sets \( S \) gives marginal contribution of \( \tau_\ell \) per element to the previous elements of \( S \)

\[
\mathbb{E}[f(S_{i,\ell}|S_{\text{pred}(i,\ell-1)}) \geq (1-\epsilon_p)\tau_\ell|S_{i,\ell}| \geq (1-\epsilon_p)\frac{\gamma}{2k}|S_{i,\ell}|.
\]

Therefore since in this case \( |\text{Sol}_j| = k \), and by Observation B.1 by linearity of expectation we get:

\[
\mathbb{E}[f(\text{Sol}_j)] \geq k \cdot (1-\epsilon_p)\frac{\gamma}{2k} \geq (1-\epsilon_p)\frac{\text{OPT}_i}{2}.
\]

- If \( |S_{\text{pred}(r,T)}| < k \): The goal in this case is to show that for any element \( e \in O_j \), \( f(e|S_{\text{pred}(r,T)}) < \frac{\gamma}{2k} \). To that end, consider any element \( e \in O_j \). Consider the \( \text{LEVEL-CONSTRUCT}(\ell') \) with the lowest \( \ell' \) that is called after inserting this element. In Line 4 or Line 6 of the \( \text{LEVEL-CONSTRUCT} \) algorithm, \( e \) will be added to some sets in \( A \). Moreover, in this case, \( \text{LEVEL-CONSTRUCT}(T) \) must be called, since this is the only way how the condition in Line 13 can be false. This also results in calling \( \text{BUCKET-CONSTRUCT}(r,T) \) for all \( 1 \leq r \leq R \) in Line 2 of Algorithm 5. Notice that \( \text{BUCKET-CONSTRUCT}(r,T) \) stops only if \( |A_{r,T}| = 0 \) (in Line 6). Therefore all the elements have been removed from the sets \( A \) at some point. Also, the only time when we remove elements from \( A \) is in Line 2, which combined with submodularity shows that for any element \( e \in O_j \) we have

\[
f(e|S_{\text{pred}(r,T)}) \leq \tau_R = \frac{\gamma}{2k}.
\]

\[^{10}\text{This might not happen immediately after the insertion.}\]
By definition, \( \text{Sol}_j = S_{\text{pred}(R,T)} \), which results in

\[
f(e|\text{Sol}_j) \leq \frac{\gamma}{2k}.
\]

Applying the above inequality for all the elements \( e \in O_j \) along with submodularity, we get that

\[
f(O_j|\text{Sol}_j) \leq k \cdot \frac{\gamma}{2k} \leq \frac{\gamma}{2}.
\]

Moreover, by submodularity and monotonicity, we have that

\[
f(O_j) \leq f(\text{Sol}_j) + f(O_j|\text{Sol}_j).
\]

Combining the above two inequalities we get that

\[
f(\text{Sol}_j) \geq \text{OPT}_j - \frac{\gamma}{2} \geq \text{OPT}_j - \frac{1 + \epsilon_p}{2} \text{OPT}_i \geq \frac{1 - \epsilon_p}{2} \text{OPT}_i,
\]

where the last two inequalities follow by the theorem’s assumption and the fact that \( \text{OPT}_j \geq \text{OPT}_i \), respectively. Notice that \( \text{OPT}_j \geq \text{OPT}_i \) since there are no insertions after the last call to LEVEL-CONSTRUCT.

By \( 13 \) and \( 14 \) we get that

\[
\mathbb{E}[f(\text{Sol}_j)] \geq (1 - \epsilon_p) \frac{\text{OPT}_i}{2}. \tag{5}
\]

Let us now complete the proof by showing that \( f(\text{Sol}_j) \geq (1 - \frac{(1 + \epsilon_1)}{1 - \epsilon_p}) f(\text{Sol}_j) \) for \( i > j \). Notice that by the assumption that \( \gamma \geq \text{OPT} \) there is no element \( e \) with \( f(e) > \gamma \). Therefore all the elements on any layer will belong to one of the buckets. Consider any \( S_{r,\ell} \) \((1 \leq r \leq R, 0 \leq \ell \leq T)\); we know that when LEVEL-CONSTRUCT(\( \ell \)) has been called, we have \( E[f(S_{r,\ell}|S_{\text{pred}(r,\ell-1)})] \geq (1 - \epsilon_p) \tau_r |S_{r,\ell}| \) \(^{14}\)

Moreover, at most an \( \epsilon \)-fraction of its elements can be removed. By \( S'_{r,\ell} \) we denote this set after these deletions. We know that the marginal contribution of each element in \( S_{r,\ell} \) with respect to \( S_{\text{pred}(r,\ell-1)} \) is at most \( \tau_{i-1} = (1 + \epsilon_1) \tau_i \). By submodularity we get that

\[
f(S'_{r,\ell}|S_{\text{pred}(r,\ell-1)}) \geq f(S_{r,\ell}|S_{\text{pred}(r,\ell-1)}) - |S_{r,\ell}| \epsilon (1 + \epsilon_1) \tau_i / f(S'_{r,\ell}|S_{\text{pred}(r,\ell-1)})
\]

\[
\geq f(S_{r,\ell}|S_{\text{pred}(r,\ell-1)})(1 - \frac{\epsilon (1 + \epsilon_1)}{1 - \epsilon_p})
\]

Now for all \( r \) and \( \ell \), let \( S'_{\text{pred}(r,\ell)} \) denote the set \( S_{\text{pred}(r,\ell)} \) after the \( i \)-th operation, i.e., after applying the deletions.

Considering that \( f \) is submodular, and \( S'_{\text{pred}(r,\ell)} \subseteq S_{\text{pred}(r,\ell)} \), we get

\[
f(S'_{r,\ell}|S'_{\text{pred}(r,\ell-1)}) \geq f(S_{r,\ell}|S_{\text{pred}(r,\ell-1)})(1 - \frac{\epsilon (1 + \epsilon_1)}{1 - \epsilon_p}).
\]

By adding up the above marginal values over \( r \) and \( \ell \), we get

\[
f(S'_{\text{pred}(R,T)}) \geq (1 - \frac{\epsilon (1 + \epsilon_1)}{1 - \epsilon_p}) f(S_{\text{pred}(R,T)}).
\]

So \( f(\text{Sol}_j) \geq (1 - (1 - \frac{\epsilon (1 + \epsilon_1)}{1 - \epsilon_p})) f(\text{Sol}_j) \). This along with Eq. \( 5 \) concludes the proof:

\[
f(\text{Sol}_i) \geq (1 - \frac{\epsilon (1 + \epsilon_1)}{1 - \epsilon_p}) f(\text{Sol}_j),
\]

\[
\mathbb{E}[f(\text{Sol}_i)] \geq (1 - \epsilon_p - \epsilon (1 + \epsilon_1)) \frac{\text{OPT}_i}{2}.
\]

\(^{14}\) Recall that, in case \( \ell = 0 \), by \( S'_{\text{pred}(r,\ell-1)} \) we denote \( S_{\text{pred}(r-1,T)} \). Moreover, we let \( S_{\text{pred}(\ell, T)} = \emptyset \).
C Peeling algorithm

For completeness, in this section we present the routine PEELING, which is part of the algorithm THRESHOLD-SAMPLING in [FMZ19]. All the lemmas and algorithms in this section have been introduced in [FMZ19] and we provide them here for completeness. Before presenting PEELING, we need to define a distribution. Let \( N \subseteq V \) be some set of elements.

**Definition C.1** Conditioned on the current state of the algorithm, consider the process where first a set \( S \sim U(N, s) \) (size-\( s \) subset of \( N \)) and then an element \( x \sim N \setminus S \) are drawn uniformly at random. Let \( D_s \) denote the probability distribution over the indicator random variable \( I_s = 1[f(x | S) \geq \tau] \).

**Algorithm 6 PEELING**

**Input:** Subset of items \( N \subseteq V \), function \( f : 2^N \rightarrow R^\geq 0 \), constraint \( k \), threshold \( \tau \), error \( \epsilon \)

1: Set smaller error \( \hat{\epsilon} \leftarrow \epsilon / 4 
2: Set \( m \leftarrow \lceil \log(k)/\hat{\epsilon} \rceil \)
3: for \( i = 0 \) to \( m \) do
4: Set \( s \leftarrow \min\{\lceil (1 + \hat{\epsilon})^i \rceil, |N|\} \)
5: if REDUCED-MEAN(\( D_s, \hat{\epsilon} \)) then
6: break
7: end if
8: end for
9: Sample \( S \sim U(N, \min\{s, k\}) \)
10: return \( S \)

We briefly remark that the REDUCED-MEAN subroutine is a standard unbiased estimator for the mean of a Bernoulli distribution. Since \( D_s \) is a uniform distribution over indicator random variables, it is in fact a Bernoulli distribution. The guarantees of in Lemma C.2 are consequences of Chernoff bounds [BS06].

**Algorithm 7 REDUCED-MEAN**

**Input:** access to a Bernoulli distribution \( D \), error \( \hat{\epsilon} \)

1: Set failure probability \( \delta \leftarrow 2\hat{\epsilon}^2/(k \log(k)) \)
2: Set number of samples \( m \leftarrow 16\lceil \log(2/\delta)/\hat{\epsilon}^2 \rceil \)
3: Sample \( X_1, X_2, \ldots, X_m \sim D \)
4: Set \( \bar{\mu} \leftarrow \frac{1}{m} \sum_{i=1}^m X_i \)
5: if \( \bar{\mu} \leq 1 - 1.5\hat{\epsilon} \) then
6: return true
7: end if
8: return false

**Lemma C.2** For any Bernoulli distribution \( D \), REDUCED-MEAN uses \( O(\log(\delta^{-1})/\hat{\epsilon}^2) \) samples to correctly report one of the following properties with probability at least \( 1 - \delta \):

1. If the output is true, then the mean of \( D \) is \( \mu \leq 1 - \hat{\epsilon} \).
2. If the output is false, then the mean of \( D \) is \( \mu \geq 1 - 2\hat{\epsilon} \).

Here \( \delta \) is set to be \( 2\hat{\epsilon}^2/(k \log(k)) \) in the algorithm REDUCED-MEAN.

**Proof.** By construction, the number of samples is \( m = 16\lceil \log(2/\delta)/\hat{\epsilon}^2 \rceil \). To show the correctness of REDUCED-MEAN, it suffices to prove that \( \Pr(|\bar{\mu} - \mu| \geq \hat{\epsilon}/2) \leq \delta. \) Letting \( X = \sum_{i=1}^m X_i \), this is equivalent to

\[
\Pr\left(|X - m\mu| \geq \frac{\hat{\epsilon}m}{2} \right) \leq \delta.
\]
Using the Chernoff bounds in Lemma C.3 and a union bound, for any \( a > 0 \) we have
\[
\Pr(|X - m\mu| \geq a) \leq e^{-\frac{a^2}{2m\mu}} + e^{-a\min\left(\frac{1}{8} \cdot \frac{\epsilon m}{8\mu}, \frac{1}{4\mu}\right)}.
\]
Let \( a = \frac{\epsilon m}{2} \) and consider the exponents of the two terms separately. Since \( \mu \leq 1 \), we bound the left term by
\[
\frac{a^2}{2m\mu} = \frac{\epsilon^2 m^2}{8m\mu} \geq \frac{\epsilon^2}{8\mu} \cdot \frac{16\log(2/\delta)}{\epsilon^2} \geq \log(2/\delta).
\]
For the second term, first consider the case when \( 1/5 \leq a/(4m\mu) \). For any \( \epsilon \leq 1 \), it follows that
\[
a\min\left(\frac{1}{5} \cdot \frac{a}{4m\mu}\right) = \frac{1}{5} \geq \frac{\epsilon}{10} \cdot \frac{16\log(2/\delta)}{\epsilon^2} \geq \log(2/\delta).
\]
Otherwise, we have \( a/(4m\mu) \leq 1/5 \), and by the previous analysis we have \( a^2/(4m\mu) \geq \log(2\delta) \). Therefore, in all cases we have
\[
\Pr\left(|X - m\mu| \geq \frac{\epsilon m}{2}\right) \leq 2e^{-\log(2/\delta)} = \delta,
\]
which completes the proof. \( \Box \)

**Lemma C.3 (Chernoff bounds, [BS06])** Suppose \( X_1, \ldots, X_n \) are binary random variables such that \( \Pr(X_i = 1) = p_i \). Let \( \mu = \sum_{i=1}^n p_i \) and \( X = \sum_{i=1}^n X_i \). Then for any \( a > 0 \), we have
\[
\Pr(X - \mu \geq a) \leq e^{-a\min\left(\frac{1}{8} \cdot \frac{\epsilon m}{8\mu}, \frac{1}{4\mu}\right)}.
\]
Moreover, for any \( a > 0 \), we have
\[
\Pr(X - \mu \leq -a) \leq e^{-\frac{a^2}{4\mu}}.
\]

Using the guarantees for REDUCED-MEAN, we can prove:

**Lemma C.4** Let \( N \) be a set of elements such that for each \( e \in N \) we have \( f(e) \geq \tau \). The algorithm PEELING outputs a set \( S \subseteq N \) with \(|S| \leq k\) such that the following properties hold:

1. There are \( O(\log^2(k)) \) oracle queries.
2. PEELING finds a size \( X \) and returns a uniformly random subset of size \( X \) from its input items.
3. The expected average marginal satisfies \( \E[f(S)/|S|] \geq (1 - \epsilon_p)\tau \).
4. If \(|S| < k\), then the expected number of items \( x \in N \) with \( \Delta(x, S) < \tau \) is at least \( \epsilon_p|N|/8 \).

**Proof.**
We prove the upper bound on the query complexity of PEELING. There are \( m = O(\log(k)) \) runs of REDUCED-MEAN, each of which makes \( O(\delta^{-1}) = O(\log(k)) \) queries. Therefore the total query complexity of PEELING is \( O(\log^2(k)) \).

Next, we show the lower bound on the average value of selected items, the set \( S \). PEELING starts by calling REDUCED-MEAN with \( s = 1 \). We note that in our case the input of PEELING always consists of items with marginal value at least \( \tau \). Therefore the first run of REDUCED-MEAN returns false. We call REDUCED-MEAN with different values of \( s \). Let \( s' \) be the first time REDUCED-MEAN returns true and \( s'' \) be the previous value that we called REDUCED-MEAN with. If REDUCED-MEAN always returns false, we let \( s'' \) be the maximum value of \( s \).

We call REDUCED-MEAN \( \lceil \log(k)/\epsilon \rceil \leq 2 \log(k)/\epsilon \) times. Using Lemma C.2 and a union bound, we know that with probability at least \( 1 - 20 \log(k)/\epsilon \geq 1 - \epsilon/k \) for all calls of REDUCED-MEAN we have the two properties of Lemma C.2.
For \(s''\), \textsc{Reduced-Mean} returns false, therefore the mean of random variable \(D_{s''}\) is at least \(1 - 2\epsilon\). So picking \(s''\) random items yields at least \((1 - 2\epsilon) s''\) value. Here we use linearity of expectation, and also use that the expected marginal gain of a randomly chosen element with respect to a random subset \(Z \subseteq V\) does not increase with the increase of size of \(Z\). (We refer a reader to Lemma 3.4 and Lemma 3.2 of \cite{FKK98} for a formal proof of this argument.) \textsc{Peeling} returns a random subset of size \(X = \min(s, k)\). By definition of \(s''\), we have \(X \leq (1 + \epsilon) s''\). Therefore the expected value of the solution set \(S\) is at least \(\frac{1 - 2\epsilon}{1 + \epsilon} |S|\tau\). The above statements hold only if we are in the case where \textsc{Reduced-Mean} does not fail in any of the calls. Since the failure probability is upper-bounded by \(\epsilon/\hat{k}\) and even in the failure case we do not pick more than \(k\) items, we can still say that the expected value of the solution is at least \((1 - \epsilon) \frac{1 - 2\epsilon}{1 + \epsilon} |S|\tau \geq (1 - \epsilon) |S|\tau\). The inequality holds because of the way the parameter \(\epsilon\) is set. This proves the lower bound on the expected value of the solution.

To prove the last property of the lemma, we note that if the solution set \(S\) consists of fewer than \(k\) items, we know that \textsc{Reduced-Mean} has returned true at least once. Denote by \(s'\) the first time it does so. In this case, \textsc{Peeling} returns a random set of size \(s'\). We know that \textsc{Reduced-Mean} did not fail in any of the calls with probability at least \(1 - \epsilon/k\). Focusing on the case that \textsc{Reduced-Mean} does not fail, we know that the mean of \(D_{s'}\) is at most \(1 - \epsilon\). Therefore after picking solution \(S\) (e.g., \(s'\) random items), the expected number of items with marginal value below \(\tau\) is at least an \(\epsilon\)-fraction of all input items. Noting that the failure probability is at most \(1 - \epsilon/k \leq 1/2\) proves the last claim of the lemma.

\[\square\]

C.1 Combining the ingredients

We now recall well-known techniques that can be used to remove the assumptions we made while designing our algorithm. First, we assumed that we have a tight estimate of OPT, e.g., the value of \(\gamma\) in \textsc{Theorem 5.1}. This assumption can be removed by considering geometrically increasing guesses \(\gamma = (1 + \epsilon_p)\) of OPT, and for each of the guesses executing a separate instance of our algorithm. Even though OPT potentially changes from operation to operation, at each point one of the guesses is correct up to a small multiplicative factor. A similar approach was employed in several prior works. After every operation, we return the maximum-value solution over all \(\gamma\)'s. \textsc{Theorem 5.1} shows that, for the \(\gamma\) value that is close to the true optimum value at that time, the instance parametrized by \(\gamma\) returns a solution of high value. Moreover, the number of oracle calls is independent of the value of \(\gamma\). This results in losing a factor \(\log(k\Delta/(\delta\epsilon_p))\) in the number of oracle calls, where \(\Delta, \delta\) denote the elements of maximum and minimum value in the universe, respectively. We do not need to know these two values in advance; we simply compute them on the fly and run parallel copies of the algorithm for the currently relevant guesses of OPT. Moreover, we can again use a simple technique to remove the dependency on \(\log(\Delta/\delta)\). Namely, it suffices to add an element \(e\) to those copies of the algorithm where \(f(e) \leq \gamma \leq \frac{k}{\epsilon_p} f(e)\) since: (i) while \(e\) is not deleted it holds \(OPT \geq f(e)\), therefore we do not need to consider copies with \(\gamma < f(e)\); and, (ii) all elements with \(\gamma \geq \frac{k}{\epsilon_p} f(e)\) contribute at most only \(\epsilon_p \gamma\) to the solution of this copy. Therefore, this increases the number of oracle calls by a factor of \(\log k/\epsilon_p\), while decreasing the approximation guarantee by \(1 - \epsilon_p\).

Second, we assumed that we know the length \(n\) of the stream, which is used to upper-bound \(|V_t|\). We remove this assumption as follows. We maintain an upper-bound \(\tilde{n}\) on \(n\). The algorithm is initiated by \(\tilde{n} = 1\). If at some point \(n\) equals \(\tilde{n}\), we restart the algorithm by doubling \(\tilde{n}\), i.e., by letting \(\tilde{n} \leftarrow 2 \cdot \tilde{n}\), and defining \(T = \log \tilde{n}\) in \textsc{Algorithm 1}. This affects the number of oracle calls only by a constant factor, and has no effect on the approximation guarantee.

\textbf{Theorem 5.3} Our algorithm maintains a \((1 - 2\epsilon_p - \epsilon(1 + \epsilon_1))/2\)-approximate solution after each operation. The amortized expected number of oracle queries per update of this algorithm is \(O\left(\frac{\log_{1+\epsilon_1}(k) \epsilon_p \log(n)}{\epsilon_p \epsilon} \right)\).
D Additional experiments

In this section, we provide additional experiments to those presented in Fig. 1. The setup we use in this section is the same as in Section 6. We refer a reader to Section 6 for the details of this setup (e.g., definition of $f$ and the type of plots we present).

We perform two types of experiments:

- plotting the number of oracle calls and the values of $f$ with respect to $k$, while varying $k$ (as the plots in Fig. 1), and
- plotting the number of oracle calls and the values of $f$ for blocks of queries (insertions and deletions) for a fixed $k$ (as the plots in Fig. 9).

Plots for varying $k$. We perform the following experiments:

- **ego-Twitter**: In Fig. 2 we depict the result of our experiments performed on the ego-Twitter network where the nodes are processed as arbitrary ordered stream. We perform optimization over windows of size 70,000. Recall that for this dataset $|V| = 81,306$.

- **Pokec**: The plots in Figs. 3 and 4 are obtained on the dataset Pokec. In this case, we run two experiments: experiments over window of size 1,200,000 (see Fig. 3); and an experiment where all the nodes are inserted first and then those with largest neighborhoods are deleted (see Fig. 4). Recall that for this dataset $|V| = 1,632,803$.

Results. In each of the experiments the quality of outputs of our algorithm matches those of SIEVESTREAMING. In term of the number of oracle calls, our algorithm performs at most as many as SIEVESTREAMING, while most often our method performs significantly fewer. It is interesting to note that in Fig. 4, ALG$_{0.2}$ performs significantly fewer oracle calls than ALG$_{0.0}$, while in the same time not losing on the quality of output.

In the sliding-window setting, where CNZ is applicable, we observe that the quality of the output of our approach it similar the one of CNZ. In Fig. 3 the baseline CNZ$_{0.2}$ performs almost 50% fewer oracle calls than our approach, at the expenses of outputting solutions of around 5% worse quality compared to ALG$_{0.2}$ and ALG$_{0.0}$.

Plots for fixed $k$. In this type of experiments we fix the value of $k$ and split all the operations (insertions/deletions) performed in a given experiment into 400 blocks, all blocks representing the same number of operations. Then for each block we either plot the number of oracle calls or plot the average value of $f$. All the plots are obtained for Enron dataset.

Results. In Fig. 5, we give results Enron for $k = 20$ for window of size 30,000, which is a more detailed experiment of the one in Fig. 1(a) for $k = 20$. We plot the number of oracle calls performed in each block (Fig. 5(a)), and also the cumulative number of oracle calls performed up to each block.
Figure 3: These plots depict results of our experiments run on Pokec network, with the elements presented as an arbitrary ordered stream. The optimization is performed over windows of size 1, 200, 000.

Figure 4: These plots represent the execution of our algorithm on the Pokec network. The nodes of this network are first inserted in arbitrary order, and then all the nodes are deleted by deleting first those having largest neighborhood.

(Fig. 5 (b)). The same type of experiment is performed for \( f \) as well and depicted in Fig. 9. Similar results for \( k = 50 \) and \( k = 70 \) are given in Fig. 6.

For the results on number of oracle calls, we observe that there exists a small number of operations over which our algorithm performs a significant number of oracle calls. This suggest that indeed, as we state in our main theorem, our algorithm has only amortized poly-logarithmic update time. This also leads to an interesting open question to design an algorithm that requires poly-logarithmic worst case update time. Despite this, our algorithm in total performs fewer oracle calls than CNZ\(_{0.1}\), CNZ\(_{0.2}\) and SEVE\(\text{STREAMING}\), while significantly outperforming SEVE\(\text{STREAMING}\).

In terms of \( f \), the plots in Fig. 6 show the same behavior as the plot in Fig. 9.

In Fig. 7 we show results of experiments on Enron where the nodes of this network are first inserted in arbitrary order, and then all the nodes are deleted by deleting first those having largest neighborhood. It is interesting to note that for these experiments there are no operations where ALG has significant increase in the number of calls as it has for window-experiments.

**D.1 Value of \( f \) after each operation.**

Fig. 1 shows the average value of \( f \) for different values of \( k \) over all operations (insertions/deletions). In Fig. 9 we present a more detailed view of the experiment of Fig. 1 (b) in the following sense. We fix \( k = 20 \) and split the operations into 400 equal-sized blocks. For each block, we compute the average value of \( f \). We plot those values for all the baselines. This experiment allows us to compare our approach and the baselines over the course of the entire execution. We can see that ALG is very similar to CNZ\(_{0.1}\) in each block, while CNZ\(_{0.2}\) shows around 10% worse performance in the blocks where \( f \) has the highest value. In those blocks, SEVE\(\text{STREAMING}\) has around 5% better performance than ALG and CNZ\(_{0.1}\).
Figure 5: This plot presents more detailed analysis of Fig. 1 (a) for \( k = 20 \) which, as a reminder, depicts a window-experiment results performed on Enron. The whole execution (i.e., the performed operations) used to obtain the point in Fig. 1 (a) for \( k = 20 \) is divided into 400 blocks. Plot (a) shows the count of oracle calls in each block separately, while plot (b) shows cumulative number of oracle calls. Legend is the same for both plots in this figure.

Figure 6: The setup in this figure is the same as the one for Figs. 5 and 9 and extends the result from Fig. 1 (a) and (b) for \( k = 50 \) (plots (a) and (b)) and \( k = 70 \) (plots (c) and (d)). Legend is the same for all plots in this figure.
Figure 7: These plots represent the execution of our algorithm on Enron. The nodes of this network are first inserted in arbitrary order, and then all the nodes are deleted by deleting first those having largest neighborhood. Plots (a) and (b) correspond to $k = 20$, plots (c) and (d) correspond to $k = 50$, and plots (e) and (f) correspond to $k = 70$. The whole execution (i.e., the performed operations) for each experiment is divided into 400 blocks. Plots (a), (c) and (e) show average $f$ in each block separately, while plots (b), (d) and (f) show cumulative number of oracle calls. Legend is the same for all plots in this figure.

E Details of the implemented algorithm

In this section we explain a simpler version of our algorithm, which we use for the implementation and the experiments. We do this as we believe that the bucketing idea is not crucial in real-world applications, even though it is needed to achieve the theoretical guarantee. Namely, given the random structure of layers described in our algorithm, it is very hard for an adversary to delete good elements in a layer without deleting many elements, as the notion of “good” (i.e., contribution of the element with respect to previously chosen elements) heavily depends on the random elements chosen in the previous layers. We believe this situation does not happen often in practice, and so we can simply treat all the elements in a layer in the same way. The only difference is that in this algorithm we do not partition the elements with respect to their contribution and only consider one bucket in each layer. In what follows, we present the algorithm in details for the sake of completeness. One can also read this section without reading the main algorithm.

Similar to before, in this section we assume we know OPT and first present an algorithm for the case when deletions appear only after all the insertions have been performed. Later, we explain a slight
Figure 8: Plots (a), (b), (c) and (d) in this figure depict standard deviation in percentage of the values plotted in Fig. 1 (a), (b), (c) and (d), respectively.

Figure 9: This plot presents a more detailed analysis of Fig. 1 (b) for $k = 20$; recall that this corresponds to a window-experiment results performed on Enron. The entire execution (i.e., the performed operations) used to obtain the point in Fig. 1 (b) for $k = 20$ is divided into 400 blocks. This plot shows the average value of $f$ within each block.

modification to our algorithm to support fully dynamic insertions and deletions. In the following we refer to the set of inserted elements as $V$.

We will construct a hierarchy of sets $H_1, H_2, \ldots$. Let $H_1$ be all the elements $e \in V$ such that $f(e) \geq \frac{\text{OPT}}{2k}$, where OPT is the value of the optimum solution of the set $V$. We first define

$$ H_1 \leftarrow \left\{ e \in V \mid f(e) \geq \frac{\text{OPT}}{2k} \right\}. $$

Afterwards, we select an element $e_1$ from $H_1$ uniformly at random and we define $H_2$ as

$$ H_2 \leftarrow \left\{ e \in H_1 \mid f(e \setminus \{e_1\}) \geq \frac{\text{OPT}}{2k} \right\}. $$

We repeat this procedure until either we have chosen $k$ elements or for some $1 \leq \ell \leq k$, the set $H_\ell$ has become empty. More precisely, for any $2 \leq \ell \leq k$, we define

$$ H_\ell \leftarrow \left\{ e \in H_{\ell-1} \mid f(e \setminus \{e_1, \ldots, e_{\ell-1}\}) \geq \frac{\text{OPT}}{2k} \right\}. $$
Then we let $e_\ell$ be a random element from $H_\ell$. We call this simple procedure a round of peeling. It is easy to see that the running time of this simple procedure is $O(k|V|)$. This means that the average running time is $O(k)$ per element. Let $m$ be the number of elements we have picked this way. Now we can observe that the solution $E = \{e_1, \ldots, e_m\}$ is a $1/2$-approximation:

- If $|E| = k$, then simply by adding the marginal contributions we get that:
  $$f(E) = \sum_{1 \leq \ell \leq k} f(e_\ell|e_1 \ldots e_{\ell-1}) \geq k \frac{OPT}{2k} \geq \frac{OPT}{2}.$$  

- If $|E| < k$, the contribution of any element $e \in V$ to a subset of $E$ is at most $\frac{OPT}{2k}$ which by submodularity of function $f$ shows that $f(e|E) \leq \frac{OPT}{2k}$. By summing up this inequality for all the elements $e$ in some optimal solution $O$, from submodularity we get that
  $$f(O|E) \leq \frac{OPT}{2}.$$  

Now, by monotonicity, it follows that $OPT \leq f(O|E) + f(E)$ and hence
  $$f(E) \geq \frac{OPT}{2}.$$  

Now consider the deletion of an element $e$. If $e \notin E$, then we do nothing since the current solution has the desired guarantees; we simply remove $e$ from all the sets in our hierarchy. Assume instead that an element $e \in E$ is deleted. Then we need to recompute the hierarchy beginning from $H_\ell$. Fortunately, this does not change the expected oracle-query complexity much as, intuitively, one needs to delete roughly $O(|H_\ell|)$ elements to delete a fixed element $e_\ell$ with large probability (since it is a randomly chosen element of $H_\ell$). Moreover, the time needed for this re-computation is $O(k \cdot |H_\ell|)$, which results in an amortized running time of $O(k)$. We introduce some additional optimizations.

**Improving the insertion algorithm**  We introduce two modifications to the previously described algorithm.

- **Capping the number of elements in $H$.** We ensure that the number of elements in $H_\ell$ is at most $2^{\log |V| - \ell}$, which also guarantees that the height of the hierarchy is at most $\log |V| + 1$. We achieve this by running more than one round of peeling. More precisely, when constructing $H_\ell$, we keep running rounds of peeling until either its size becomes below the desired threshold (i.e., $|H_\ell| \leq 2^{\log |V| - \ell}$), or we have selected $k$ elements (i.e., $|E| = k$). This does not hurt the running time nor the approximation guarantee.

- **We maintain buffer sets $B_1, \ldots, B_T$, where $T = \log n + 1$ is the maximum possible height of the hierarchy.** When an element is inserted, we add it to all the sets $B_\ell$. When, for any $\ell$, the sizes of $B_\ell$ and $H_\ell$ are equal we add the elements of $B_\ell$ to $H_\ell$ (and empty the set $B_\ell$). The main goal of this procedure is to handle updates lazily. During the execution of the algorithm, $B_\ell$ essentially represents those elements that we have not considered in the construction of $H_\ell$. Note that, as described before, the running time for constructing $H_\ell$ is at most $O(k|H_\ell|)$. This guarantees that the amortized running time for insertion is also $O(k)$. Also observe that we merge $B_T$ whenever its size is one. This enables us to maintain a good approximate solution at all times.\[12\]

**Improving the deletion algorithm**  Deletions are also handled in a lazy manner: we update our solution only when an $\epsilon$-fraction of elements in a set is deleted. In the next section we explain this idea in more details. Intuitively, we maintain a partitioned version of $H_\ell$ into sets $A_{\ell,i}$ consisting of elements with similar marginal contributions. When an $\epsilon$-fraction of elements in one set $A_{\ell,i}$ is deleted, we trigger a recomputation. Interestingly, same at the proofs presented before we can show that this significantly reduces the number of re-computations while giving a slightly weaker approximation guarantee, i.e., almost $1/2 - \epsilon$.

\[12\] Here we do not provide a formal proof, since in the previous sections we present a more efficient algorithm that obtains better running times for both insertions and deletions.