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Abstract

Visual commonsense reasoning (VCR) has been introduced to boost research of
cognition-level visual understanding, i.e., a thorough understanding of correlated
details of the scene plus an inference with related commonsense knowledge. Recent
studies on neuroscience have suggested that brain function or cognition can be
described as a global and dynamic integration of local neuronal connectivity, which
is context-sensitive to specific cognition tasks. Inspired by this idea, towards VCR,
we propose a connective cognition network (CCN) to dynamically reorganize the
visual neuron connectivity that is contextualized by the meaning of questions and
answers. Concretely, we first develop visual neuron connectivity to fully model
correlations of visual content. Then, a contextualization process is introduced to
fuse the sentence representation with that of visual neurons. Finally, based on the
output of contextualized connectivity, we propose directional connectivity to infer
answers or rationales. Experimental results on the VCR dataset demonstrate the
effectiveness of our method. Particularly, in Q→ AR mode, our method is around
4% higher than the state-of-the-art method.

1 Introduction

Recent advances in visual understanding mainly make progress on the recognition-level perception
of visual content, e.g., object detection [13, 23] and segmentation [9, 5], or even on the recognition-
level grounding of visual concepts with image regions, e.g., image captioning [40, 24] and visual
question answering [1, 6]. Towards complete visual understanding, a model must move forward
from perception to reasoning, which includes cognitive inferences with correlated details of the scene
and related commonsense knowledge. As a key step towards complete visual understanding, the
task of Visual Commonsense Reasoning (VCR) [42] is proposed along with a well-devised new
dataset. In VCR, given an image, a machine is required to not only answer a question about the
thorough understanding of the correlated details of the visual content, but also provide a rationale, e.g.,
contextualized with related visual details and background knowledge, to justify why the answer is true.
As a first attempt to narrow the gap between recognition- and cognition-level visual understanding,
Recognition-to-Cognition Networks (R2C) [42] conducts visual commonsense reasoning step by step,
i.e., grounding the meaning of natural language with respect to the referred objects, contextualizing
the meaning of an answer with respect to the question and related global objects, and finally reasoning
over the shared representation to obtain a decision of an answer. Due to the large discrepancy between
the reasoning scheme of VCR and cognition function of human brain, R2C’s performance is not in
competition with humans score, e.g., 65% vs. 91% in Q→ A mode.
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Figure 1: Overview of our CCN method. The yellow, blue, and green circles indicate visual
elements, question and answer representation, respectively. Our method mainly includes visual
neuron connectivity, contextualized connectivity, and directional connectivity. For semantic context,
two LSTM units are used to extract sentence representations.

Recent studies [31, 8] on brain networks have suggested that brain function or cognition can be
described as the global and dynamic integration of local (segregated) neuronal connectivity. And
such a global and dynamic integration is context-sensitive with respect to a specific cognition task.
Inspired by this idea, in this paper, we propose a Connective Cognition Network (CCN) for visual
commonsense reasoning. As is shown in Fig. 1, the main process of CCN is to dynamically
reorganize (integrate) the visual neuron connectivity that is contextualized by the meaning of answers
and questions in the current reasoning task.

Concretely, taking visual words as visual neurons and object features as segregated visual modules, we
first devise an approach of Conditional GraphVLAD to represent image’s visual neuron connectivity,
which includes connections among visual neurons and visual modules. The visual neuron connectivity
serves as the base function for the dynamic integration in the process of reasoning. Meanwhile, as
a context-sensitive integration, the meaning is specified by the semantic context of questions and
answers. After obtaining the sequential information of sentences via an LSTM network [16], we fuse
the sentence representation with that of the visual neurons, which stands for a contextualization.

Then we employ graph convolution neural network (GCN) to fully integrate both the local and global
connectivity. For example, in Fig. 1, connections between “He” and “Person4”, “Person4” and
“Person3”, as well as “Person3” and “table” could all be incorporated in the contextualized connectiv-
ity, where the last connection between “Person3” and “table” belongs to the global integration not
mentioned here. Though the contextualized connectivity is ready for reasoning, it lacks direction
information, which is an important clue for cognitive reasoning [32]. Taking the answer sentence
in Fig. 1 as an example, there exists directional connection from “Person4” to “Person3” via the
predicate “tell”, as well as from “Person1” to “sandwich” via the predicate “order”. Though easy
to be defined in first-order logic (FOL) [36], it is nontrivial to be incorporated into a data-driven
learning process. In this paper, we make an attempt to devise a direction learner on the GCN, so as to
further improve the reasoning performance. Particularly, a network is first used to learn the semantic
direction of input features. Then, we add the direction to the computation of the adjacency matrix of
GCN to obtain a directional adjacency matrix, which serves as directional connectivity for reasoning.

Thus, we develop a novel connective cognition network for directional visual commonsense reasoning.
The main contributions lie in that, this is the first attempt to use an end-to-end training neural network
for the cognitive reasoning process, i.e., global and dynamic integration of local (segregated) visual
neuron connectivity, which is context-sensitive with respect to a specific VQA task. Moreover,
we also try to incorporate directional reasoning into a data-driven learning process. Experimental
results on the VCR dataset [42] demonstrate the effectiveness of the proposed method. On the three
reasoning modes of VCR task, i.e., Q → A, QA → R, and Q → AR, the CCN with directional
reasoning significantly outperforms R2C by 3.4%, 3.2%, and 4.4%, respectively.

2 Related Work

Visual Question Answering: Recently, many effective methods are proposed in the VQA task,
which includes those based on attention [21, 26], multi-modal fusion [33, 12], and visual reasoning
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Figure 2: The framework of the CCN method. It mainly includes visual neuron connectivity,
contextualized connectivity, and directional connectivity for reasoning. Here, ‘{U,O}’ indicates
the set including the output U of GraphVLAD and object features O. ‘fθ’ indicates the prediction
function for responses (answers or rationales). ‘F’ indicates fusion operation.

[35, 29]. Most methods focus on the recognition of visual content and spatial positions, but they lack
the ability of commonsense reasoning. To advance the research of reasoning, a new task of VCR [42]
is proposed. Given a query-image pair, this task needs models to choose correct answer and rationale
justifying why the answer is true. The challenges mainly include a thorough understanding of vision
and language as well as a method to infer responses (answers or rationales). In this paper, we propose
a CCN model for VCR, which has been proved to be effective in the experiment.

NetVLAD: The work [4] proposes NetVLAD which is used to extract local features. Particularly, it
includes an aggregation layer for clustering the local features into a VLAD [19] global descriptor.
Recently, NetVLAD has been demonstrated to be effective in many tasks [2, 37]. Particularly, the
work [2] proposes a PointNetVLAD to extract the global descriptor from a given 3D point cloud.
Besides, the state-of-the-art models [7, 27] of video classification most use NetVLAD pooling to
aggregate information from all the frames of a video. However, the original NetVLAD learns multiple
centers from the overall dataset to represent each input data, which ignores the characteristic of the
input data and reduces the accuracy of the representation. To alleviate this problem, in this paper, we
propose a conditional GraphVLAD to integrate the characteristic of the input data.

Graph Convolutional Network: GCN [22, 39, 28, 43] aims to generalize the Convolutional Neural
Network (CNN) to graph-structured data. By encoding both the structure of the graph surrounding a
node and the feature of the node, GCN could learn representation for every node effectively. As GCN
has the benefit of capturing relations between nodes, many works have employed GCN for reasoning
[17, 29]. Particularly, the work [29] uses GCN to infer answers. However, it only constructs an
undirected graph for reasoning [29], which ignores the directional information between nodes. The
directional information is often considered an important factor for inference [32]. Here, we propose a
directional connectivity to infer answers, which has been proved to be effective.

3 Connective Cognition Network

Fig. 2 shows the framework of CCN model. It mainly includes visual neuron connectivity, contextu-
alized connectivity, and directional connectivity for reasoning.

3.1 Visual Neuron Connectivity

The goal of visual neuron connectivity (Fig. 3(a)) is to obtain a global representation of an image,
which is helpful for a thorough understanding of visual content. It mainly includes visual element
connectivity and the computation of both conditional centers and GraphVLAD.

Visual Element Connectivity. We first use a pre-trained network, e.g., ResNet [15], to obtain the
feature map X ∈ Rw×h×m of an image, where w, h, and m separately indicate the width, height,
and number of channels. Here, we take each element of the feature map as a visual element. We take
the output Y ∈ Rn of LSTM [16] at the last time step as the representation of query (question or
question with a correct answer).
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Figure 3: (a) shows the process of visual neuron connectivity. ‘AT’ indicates affine transformation. (b)
shows the initial state of NetVLAD. (c) shows the conditional centers after an affine transformation.
Here, we use the fusion of image and question to compute the parameter γ and β. (d) and (e) show
the result of NetVLAD and GraphVLAD, respectively.

In general, there exists certain relation between objects of an image [10]. As is shown in the left part
of Fig. 1, relations (solid and dotted lines) exist not only between elements (yellow circles) in the
same object region, but also between various objects (Person1, Person3, Person4, and background).
Obviously, capturing these relations is helpful for a thorough understanding of the entire scene. In this
paper, we employ GCN to capture these relations. Specifically, we seek to construct an undirected
graph Gg = {V, ξ,A}, where ξ is the set of graph edges to learn and A ∈ RN×N (N = wh) is the
corresponding adjacency matrix. Each node ν ∈ V corresponds to one element of the feature map.
And the size of V is set to N . We first reshape X to eX ∈ RN×m. Then, we define an adjacency
matrix for an undirected graph as A = softmaxr( eX eXT )+ Id, where Id indicates the identity matrix
and softmaxr indicates we make softmax operation across the row direction.

M = A eX, fM = tanh(wcf ∗M + bcf ) � σ(wcg ∗M + bcg), (1)

where wcf ∈ R1×m×n, wcg ∈ R1×m×n, bcf ∈ Rn, and bcg ∈ Rn indicate the trainable parameters. ‘*’
indicates the convolutional operation. ‘�’ indicates element-wise product. Each row of the matrix M
represents a feature vector of a node, which is a weighted sum of the neighboring node features of
the current node. fM ∈ RN×n indicates the output of GCN.

The Computation of Conditional Centers. Since fM only captures relations between visual ele-
ments and does not have the capability to fully understand the image, we consider using NetVLAD
[19, 4] to further enhance the representation of an image. By learning multiple centers, i.e., visual
words, NetVLAD could use these centers to describe a scene [4]. However, these centers are learned
based on the overall dataset and reflect the attributes of the dataset. In other words, these centers are
independent of the current input data, which ignore the characteristic of the input data and reduce
the accuracy of the representation. Here, we consider making an affine transformation for the initial
centers and using these transformed centers to represent an image.

Concretely, we first define the initial centers C = {ci ∈ Rn, i = 1 , ...,K}. Next, based on the current
input query-image pairs, we make the affine transformation [34] for the initial centers.

γ = f (〈 fM, eY 〉), β = h(〈 fM, eY 〉), zi = γci + β, (2)

where 〈a, b〉 represents the concatenation of a and b. By stacking Y , we obtain eY ∈ RN×n. We
separately use a two-layer convolutional network to define f and h. zi ∈ Rn indicates the i-th
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