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1 Experiments setup1

1.1 Data Preprocessing2

The Quora Dataset. This dataset is originally used for duplicated question detection 1. The original3

dataset labels question pairs as duplicated or not. We extract all pairs labeled as duplicated. We use4

50K of the extracted pairs as the training set, 20K as the test set, and abandon the rest. We truncate5

the maximum sentence length to be 16. We set word with occurrence less than 5 to be “UNK".6

Only content words (nouns, verbs, adverbs, and adjectives) are used in bag of words prediction.7

Non-content words (pronouns, prepositions, conjunctions, and punctuation) are not used in the latent8

BOW model. The maximum size of the target BOW set is 11. The sample size is also 11. Larger9

sample size will give the decoder more flexibility about word choice, while smaller sample size will10

give the decoder more certainty. The vocabulary size is 8K. Compared with the MSCOCO dataset,11

the upside of this dataset is that sentences from this dataset are labeled to be paraphrases by human12

annotators. The downside of this dataset is that we only have one target sentence, while the MSCOCO13

dataset has multiple target sentences. Despite the downside, this dataset is informative enough for the14

model to learn meaningful paraphrases.15

The MSCOCO Dataset. This dataset is originally used for image captioning. The sentences are16

written by human annotators to describe the objects in the image. There are five annotations for17

each image. Generally, these annotations are paraphrases to each other because they all describe the18

same image. However, they are not guaranteed to be paraphrases because different annotations may19

describe different objects in the image, e.g. if there is a table and a chair in the image, one caption20

may be about the table, another may be about the chair. In training, we loop over the five sentence,21

using the ith as the source sentence, the i+1th as the target sentence, and all words in the 5 sentences22

except the source words as the target BOW. The maximum sentence length is 16. The maximum size23

of the target BOW is 25, and we sample 10 words from the predicted BOW. In evaluation, we use one24

of the five sentences as the input, and the rest four sentences as the references for computing BLEU25

and ROUGE. There are 94K training instances and 23K testing instances. The vocabulary size is26

11K. Although sentences are not guaranteed to be paraphrases, they generally are. So this is also a27

meaningful dataset for the paraphrase generation task.28

1.2 Model Architecture, Hyper-parameters, and Training29

For the encoder, we use a two-layer residual LSTM. The decoder is also a two-layer residual LSTM.30

We find out that the residual connections significantly speed up the convergence. Each LSTM’s state31

size is 500, and so is the word embedding size. The prediction of word neighbor is similar to a32

sequence tagging model. For each source word, we use three separate softmax layers on top of the33

LSTM output to predict their three neighbors. The three softmax may output the same neighbor, if34

1https://www.kaggle.com/aymenmouelhi/quora-duplicate-questions
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there is not so many neighbors in the training set. The number of neighbors for a given word in a35

dataset is an intrinsic property of this dataset, and our model discovers this in an unsupervised way.36

Sampling from the predicted neighbor is achieved by the gumbel-topk trick. The temperature37

parameter of the gumbel-topk is set to be 1. The embeddings of the sampled words are retrieved38

from the embedding table, and re-weighted by their corresponding probability in the bag of words39

distribution. The weighted average of the word embeddings are then added to the encoder’s last40

hidden state, and used as the decoder’s initial hidden state. During decoding, the decoder not only41

perform attention to the source words as a normal attentive seq2seq model, but also perform attention42

to the sampled BOW embeddings. We use greedy decoding in all the models.43

We use the Adam optimizer for training. The learning rate is set to be 0.0008 for all models, and this44

number seems to be the best learning rate from our hyper-parameter search. We set dropout to be 0.645

since the model is large enough for the datasets. We find out the dropout strength and the learning46

rate are the two most influential hyper-parameters. We set the batch size to be 100. Each model are47

trained with 10 epochs, and the models with the best performance are chosen. All experiments are48

repeated three times with different random seeds. The average performance of the experiments are49

reported. The standard deviation of the numbers are smaller enough than our models’ performance50

gain.51

Since the previous works [Li et al., 2018, Prakash et al., 2016, Gupta et al., 2018] do not release their52

code, we are not sure how exactly they process the data, and we cannot reproduce exactly the same53

results. Since our preprocessing of the dataset is different than their setting. Our reported numbers54

are not directly comparable to theirs. However, they are meaningful in our setting and comparable to55

each other.56

2 Generation Samples57

Figure 1 gives more generated sentences from the Quora dataset. Figure 2 gives more sentences from58

the MSCOCO dataset. Not all predicted word neighbors are meaningful and not all generated sentences59

are successful. But still, the overall generation quality is favorable.60

Figure 3 gives more sample about controlling through the latent code. This property is not quite61

stable in our experiments. Changing a sampled word does not necessarily change the final output62

sentence since the decoder may ignore the BOW sample. Also the change of the word choice can63

not influence multiple words (more than three words) at present. In our experiments, we see more64

successful results about changing one or two words. Despite the instability, this property gives a65

new possibility about controllable text generation through the intermediate word choice. A future66

direction is to make this property more stable and controllable.67
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Figure 1: More sentence generation samples from the Quora dataset
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Figure 2: More sentence generation samples from the MSCOCO dataset
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Figure 3: More sentence samples from the latent code.
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