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Background 
The disclosure of the users’ community affiliations leads to 

privacy leak. This raises the problem of community structure 

deception (CSD), which asks for ways to minimally modify the 

network so that a given community structure maximally hides 

itself from community detection algorithms.

Problem Formulation
 A social network ⟶ An undirected connected graph 𝐺 =
(𝑉, 𝐸).

 The community structure ⟶ a partition 𝑃 = {𝑋1, 𝑋2, ⋯ , 𝑋𝐿} of 

𝑉.
 obfuscating 𝑃 ⟶ by adding a number of “dummy edges”.

Residual Entropy-based CSD

Definition 1. (Shannon entropy) ℋ(𝐺) captures the average number of bits needed 

to encode the 𝑛 vertices  in a lossless way:
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where 𝑑𝑖 is the degree of vertex 𝑖.

REM: Algorithm and optimization

Theorem 1. There exists a critical non-edge {𝑢, 𝑣} is RE-minimizing.

Theorem 2. Examining the critical edges implements in 𝓞(𝑳|𝑽|).

Experiments
Dataset: 9 real-world networks. Adversary: {𝑏𝑡𝑤, 𝑔𝑟𝑒, 𝑖𝑛𝑓, 𝑙𝑜𝑢, 𝑠𝑝𝑖, 𝑤𝑎𝑙}.
Evaluation: 3 metrics, {𝐽, 𝐷, 𝑅}.  Benchmark: {𝑀𝑂𝑀,𝑅𝐴𝑁}.

The preservation of the data after applying REM:

Conclusions
➢ Utilize community based structural entropy to the CSD problem

➢ Propose a residual minimization (REM) algorithm.

➢ Reduce search space to critical edges to optimize REM. 

➢ Validate the performance of our algorithm.

We measure the similarity between 𝑃 and 𝑃′ by three 

metrics:

➢ 𝑱(𝑷, 𝑷′): 𝐽 is jaccard index

➢ 𝑫(𝑷,𝑷′): 𝐷 is normalized mutual information 

➢ 𝑹(𝑷, 𝑷′): 𝑅 is the recall

Definition 3. The normalized residual entropy of 𝑷 is

𝜌𝑃 𝐺 := (ℋ 𝐺 −ℋ𝑃 𝐺 )/ℋ 𝐺 .

Definition 2. The structural entropy of 𝑮 relative to 𝑷 is：
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where ℋ 𝐺 ↾ 𝑋𝑗 ≔ σ𝑖∈𝑋𝑗
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and 𝑔𝑗 denotes the number of edges with 

exactly one end point in 𝑋𝑗. 

A: 000  B: 001  C: 10      D: 11  E: 010   F: 011       𝓗 𝑮 = 𝟓. 𝟏𝟏

A: 00  B: 01  C: 1         D: 1  E: 00   F: 01        𝓗𝑷 𝑮 =3.40

A crude implementation runs in 𝒪( 𝑉 2) time. We present an 𝒪(𝐿|𝑉|)-
implementation by only examining the critical edges.


