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Abstract

The dominant object detection approaches treat the recognition of each region
separately and overlook crucial semantic correlations between objects in one scene.
This paradigm leads to substantial performance drop when facing heavy long-tail
problems, where very few samples are available for rare classes and plenty of
confusing categories exists. We exploit diverse human commonsense knowledge
for reasoning over large-scale object categories and reaching semantic coherency
within one image. Particularly, we present Hybrid Knowledge Routed Modules
(HKRM) that incorporates the reasoning routed by two kinds of knowledge forms:
an explicit knowledge module for structured constraints that are summarized with
linguistic knowledge (e.g. shared attributes, relationships) about concepts; and an
implicit knowledge module that depicts some implicit constraints (e.g. common
spatial layouts). By functioning over a region-to-region graph, both modules can
be individualized and adapted to coordinate with visual patterns in each image,
guided by specific knowledge forms. HKRM are light-weight, general-purpose
and extensible by easily incorporating multiple knowledge to endow any detection
networks the ability of global semantic reasoning. Experiments on large-scale
object detection benchmarks show HKRM obtains around 34.5% improvement on
VisualGenome (1000 categories) and 30.4% on ADE in terms of mAP. Codes and
trained model can be found in https://github.com/chanyn/HKRM.

1 Introduction

The most state-of-the-art object detection methods [16, 43, 8, 4] follow the region-based paradigm,
which treats the classification and boundingbox regression of each region proposal separately. The
detection performance purely relies on the discriminative capabilities of region features, which
often depends on sufficient training data for each category. Such paradigm thus obtains substantial
performance drop when dealing with large-scale detection task [49, 18] that recognizes and localizes
a large number of categories (e.g. 3000 classes in VG [23]). The long-tail problem is very common,
where very few samples exist for rare classes, such as pepperoni and bagel. On the other hand,
detection challenges such as heavy occlusion, class ambiguities and tiny-size objects become more
severe due to more categories within one image. However, humans can still identity objects precisely
under complex circumstances because of the remarkable reasoning ability resorting to commonsense
∗Both authors contributed equally to this work.
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Figure 1: An example of how different types of commonsense knowledge can facilitate large-scale
object detection, especially for rare classes (e.g. the obscured mandarin). We illustrate three useful
knowledge forms: attribute knowledge, relationship knowledge and spatial knowledge.

knowledge. This inspires us to explore how to incorporate diverse knowledge forms into current
detection paradigm in a light-weight and effective way, in order to mimic human reasoning procedure.

When humans watch a scene [3], each object is not identified individually. Different knowledge
obtained by a human commonsense can help to make a correct identification by considering global
semantic coherency. An example of hybrid knowledge reasoning in Figure 1 would be to identify
the obscured “mandarin” (bottom-right). Human can recognize it is a mandarin learned from hybrid
commonsense: a) this round object is orange and just like the other nearby mandarins (shared
attribute knowledge); b) this object is in the bowl (pairwise relationship knowledge); c) this object
has moderate size and its position is near to other fruits (spatial layout).

Recently, some works incorporate knowledge via direct relation modeling [34, 9, 19] or iterative
reasoning architecture [33, 5, 6]. Different from recent implicit relation networks [19, 52] that learned
inter-region relationships in an implicit and uncontrollable way, recently an iterative reasoning
[6] was proposed to combine both local and global reasoning. However, they take only region
predictions of a basic detection network, rather than enhancing intermediate feature representations.
Furthermore, they directly use statistic edge connections in a prior knowledge graph while ignoring
the compatibility of prior knowledge with visual evidence in each image. Given diverse object
appearances and correlations in each image, personalized edge connections with respect to each
knowledge form should be adaptive for different regions. On the contrary, our work aims to develop
in-place knowledge modules which can not only explicitly incorporate any kinds of commonsense
knowledge (both explicit or implicit) for better semantic reasoning but also link external knowledge
with visual observations in each image in an adaptive way.

In this paper, we propose Hybrid Knowledge Routed Modules (HKRM) to incorporate multiple
semantic reasoning routed by two major kinds of knowledge forms: an explicit knowledge module
that exploits structure constraints that are summarized with linguistic knowledge (e.g. shared
attributes, co-occurrence and relationships), and an implicit knowledge module to encode some
implicit commonsense constraints over object (e.g. common spatial layouts). Instead of building
category-to-category graph [26, 38, 22, 33, 7], each knowledge module in HKRM learns adaptive
context connections for each pair of regions by regarding a specific prior knowledge graph as external
supervisions, rather than fixing the connections. Our HKRM is general-purposed and extensible by
easily integrating several individualized knowledge modules instantiated with any chosen knowledge
forms to pursue more advanced and hybrid semantic reasoning. As a showcase, we experiment
with three kinds of knowledge forms in this paper: the attribute knowledge (e.g. color, status),
pairwise relationship knowledge such as co-occurrence and object-verb-subject relationship, the
spatial knowledge including layout, size and overlap. HKRM is light-weight and easily plugged into
any detection network for endowing its ability in global reasoning.

Our HKRM thus enables sharing visual features among certain regions with similar attributes,
pairwise relationship or spatial relationship. The recognition and localization of difficult regions
with heavy occlusions, class ambiguities and tiny-size problems can be thus remedied by discovering
adaptive contexts from other regions guided by external knowledge. Another merit of HKRM lies in
the ability of distilling common characteristics among common/uncommon categories so that the
problem of crucial imbalanced categories can be alleviated.

The proposed HKRM outperforms the state-of-the-art Faster RCNN [43] with a large margin on
two large-scale object detection benchmarks, that is, ADE [56] with 445 object classes and VG [23]
with 1000 or 3000 classes. Particularly, our HKRM achieves around 34.5% of mAP improvement
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Figure 2: Overview of our HKRM, including two kinds of general modules: an explicit knowledge
module to incorporate external knowledge and an implicit knowledge module to learn knowledge
without explicit definitions or being summarized by human, such as spatial layouts. An adaptive
region-to-region knowledge graph is constructed by regarding each specified external knowledge as
the supervision of edge connections. The features of each region node are then enhanced through
integrating several individual knowledge modules instantiated with distinct knowledge forms. The
evolved features after each module are combined to produce final object detection results.

on VG (1000 categories), 26.5% on VG (3000 categories) and 30.4% on ADE. More interestingly,
further analysis shows our HKRM module can provide meaningful explanations about how different
commonsense knowledge can help perform reasonable visual reasoning and what each module
actually learn with the guidance of external knowledge.

2 Related Work

Object Detection. Big progress has been made recent years on object detection due to the use of
CNN such as Faster RCNN [43], R-FCN [8], SSD [30] and YOLO [41]. The backbones are some
feature extractors such as VGG 16 [47] and Resnet 101 [17]. However, the number of categories
being considered usually is small: 20 for PASCAL VOC [10] and 80 for COCO [29]. However, those
methods are usually performed on each proposal individually without reasoning.

Visual Reasoning. Visual reasoning seeks to incorporate different information or interplay between
objects or scenes. Several aspects such as shared attributes [11, 24, 39, 1, 2, 36], relationships among
objects can be considered. [13, 32, 42] relies on finding similarity as the attributes in the linguistic
space. For incorporating information such as relationship, most early works use object relations as a
post-processing step [50, 14, 12, 37]. Recent works consider a graph structure [26, 38, 22, 33, 7, 6].
On the other hand, there are some sequential reasoning model for relationships [5, 25, 6]. In these
works, a fixed graph is usually considered, while our module’s graph has adaptive region-to-region
edges which can be embedded with any kinds of external knowledge.

Few-shot Recognition. Few-shot recognition seeks to learn a new concept with a few annotated
examples which share the similar problem with us. Early work focus on learning attributes embedding
to represent categories [1, 21, 24, 44]. Most recent works use knowledge graph such as WordNet [35]
to distill information among categories [46, 9, 54, 33, 53]. [15] further defined a GNN architecture to
learn a knowledge graph implicitly. In contrast, our module is explicitly routed and benefits from the
guidance of hybrid knowledge forms.

3 The Proposed Approach

3.1 Overview

The goal of this paper is to develop general modules for incorporating knowledge to facilitate large-
scale object detection with global reasoning. Our HKRM includes two kinds of modules to support
any prior knowledge forms, shown in Figure 2: an explicit knowledge module to incorporate external
knowledge and an implicit knowledge module to learn knowledge without explicit definitions or
being summarized by the human. Taking an image as the input, visual features are extracted for each
proposal region through the region proposal network. Based on the region features, each module
builds an adaptive region-to-region undirected graph Ĝ : Ĝ =< N , ∧E >, where N are region
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Figure 3: Explicit Knowledge Module. Taking the pairwise L1 differences of the f as inputs, a
region-to-region graph is generated by stacked MLP. This process is supervised by the ground truth of
the external knowledge. The output evolved feature f ′ is the enhanced feature via graph propagation.
Then f ′ is concatenated to the f to produce final detection results.

proposal nodes and each edge ei;j ∈ E defines a kind of knowledge between two nodes. Each module
then outputs enhanced features integrating a particular knowledge. Finally, outputs from several
modules are concatenated together and fed into the boundingbox regression layer and classification
layer to obtain final detection results.

3.2 Explicit Knowledge Module

We regard the human commonsense knowledge that can be clearly defined and summarized using
linguistics as explicit knowledge. The most representative explicit knowledge forms can be attribute
knowledge (e.g. “apple is red.”) and pairwise relationship knowledge (e.g. “man rides bicycles”). Our
explicit knowledge module aims to enhance region features with kinds of explicit knowledge forms.
Specifically, as shown in Figure 3, this module updates edge connections between each pair of region
graph nodes in Ĝ, supervised by a mapping of the ground truth from a class-to-class knowledge
graph Q. This Q is a certain form of linguistic knowledge.

3.2.1 Module Definition

Adaptive region-to-region graph. We first define a region-to-region graph Ĝ for all Nr = |N |
region proposals with visual features f = {fi }N r

i =1 , fi ∈ RD of D dimension extracted from the
backbone network, where N are region proposal nodes and ei;j ∈ Ê is the learned graph edge for
each pair of region nodes. Given any external knowledge form, distinct edge connections Ê can
be accordingly updated to characterize specific context information for each region proposal in the
context of specific knowledge. Formally, given a specific knowledge graph Q, each edge between
two regions êij is learned by a stacked Multi-layer Perceptron (MLP) :

êij = MLPQ (α(fi , fj )), (1)

where α(·) is chosen to be the pairwise L1 difference between features of each region pair (fi , fj )
since L1 difference is symmetric. Given different prior graphs Q, MLPQ would be parametrized with
WQ distinctly to generate different region-to-region graphs Ĝ, leading to personalized knowledge
reasoning.

We learn MLPQ by directly enforcing the predicted êij to be consistent with the edge weights of
a prior graph Q. We define Q =< C,V > as a class-to-class graph with C class graph nodes and
their prior edge weights vi;j ∈ V , such as attribute and relationship graphs. During training, as we
know ground-truth categories of each region, the edge êij of two region nodes is learned towards
the edge weights ẽij of ground truth categories of region nodes in Q, that is, ẽij = vci ;c j where ci is
the ground truth class of i-th region. Such explicit supervision with ground truth classes of region
nodes would ensure the learning of a reliable graph reasoning regardless of the errors from proposal
localization. MLPQ is then learned to encode explicit region-wise knowledge correlations that can
be applied in the testing phase. The loss function of learned edge weights {êij } for all Nr region
proposals is defined as:
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