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A List of Geometric Transformations Used By Our Method

In all our experiments, except for those described in Section 6 we used a fixed set of 72 geometric
transformations. These transformations can be succinctly described as the composition of the
following transformations, applied on an image in the order they are listed:

¢ Horizontal flip: denoted as be P (), where b € {T', F'}. The parameter b indicates whether
the flipping occurs, or the transformation is the identity.

o Translation: denoted as T/ (x), where s,, 5, € {—1,0,1}. Applying this transforma-
tion on an image translates it by 0.25 of its height, and 0.25 of its width, in both dimensions.
The direction of the translation in each axis is determined by s, and s,,, where s, = s, =0
means no translation. A reflection is used to complete missing pixels.

¢ Rotation by multiples 90 degrees: denoted as 7} (x), where k € {0, 1,2, 3}. Applying
this transformation on an image rotates it counter-clockwise by k£ x 90 degrees.

The entire set of transformations is thus given by

be{T,F},
T =T o T o Tt sny s € {=1,0,13,
ke {0,1,2,3}

By taking all possible compositions, we obtain a total of 2 x 3 x 3 x 4 = 72 transformations, where

each composition is fully defined by a tuple, (b, s,,, sp, k). For example, the identity transformation
is (F,0,0,0).

B Algorithm

We present here a full and detailed algorithm of our deep anomaly detection technique. The function
U(-) is the Digamma function, and its inverse is calculated numerically using five Newton-Raphson
iterations.
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Algorithm 1 Deep Anomaly Detection Using Geometric Transformations
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Input: S: asetof “normal” images. 7 = {7, T4, ..., Tk—1}: asetof geometric transformations.
fo: a softmax classifier parametrized by 6.
Output: A normality scoring function ng(z).
procedure GETNORMALITYSCORE(S, T, fo)
St {(T;(x),j) 2 € S,T; €T}
while not converged do
Train fy on the labeled set St
end while
n + |S|
fori € {0,...,k—1}do
Si + {y(Ti(x))|z € S}
‘_§ < ZSESi 8
11 %D scs, logs
Q; — 5(1‘811;(78\1;(?) > Initialization from [31]
while not converged do
&y — U1 (\IJ (Zj [di]j> + l) > Fixed point method from [21]
end while
end for
return ng(z) 2 Y5 & — 1) - logy (Ti(x))
end procedure




C Single Class Names

The following table describes the content of all single classes.

Dataset C; Single Class Name
0 Airplane
1 Automobile
2 Bird
3 Cat
4 Deer
CIFAR-10 5 Dog
6 Frog
7 Horse
8 Ship
9 Truck
0 Aquatic mammals
1 Fish
2 Flowers
3 Food containers
4 Fruit and vegetables
5 Household electrical devices
6 Household furniture
7 Insects
8 Large carnivores
CIFAR-100 9  Large man-made outdoor things
10 Large natural outdoor scenes
11 Large omnivores and herbivores
12 Medium-sized mammals
13 Non-insect invertebrates
14 People
15 Reptiles
16 Small mammals
17 Trees
18 Vehicles 1
19 Vehicles 2
0 Ankle-boot
1 Bag
2 Coat
3 Dress
. 4 Pullover
Fashion-MNIST 5 Sandal
6 Shirt
7 Sneaker
8 T-shirt
9 Trouser
0 Cat
CatsVsDogs 1 Dog




D Examples from the Fashion-MNIST Dataset
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E Area Under the Precision-Recall Curve

When dealing with highly skewed datasets, precision-recall curves may be considered more infor-
mative than the area under the ROC. For completeness, we provide results of all baseline models in
terms of area under the precision-recall curve. This score can be calculated in two ways: anomalies
treated as the positive class (AUPR-out), and anomalies treated as the negative class (AUPR-in).



Table 1: Average area under the PR curve in % with SEM (computed over 5 runs) of anomaly
detection methods, when anomalies are taken as the negative class (AUPR-In). For all datasets, each
model was trained on the single class, and tested against all other classes. The best performing
method in each experiment is in bold.

OC-SVM AD-

Dataset ¢ RAW CAE DAGMM DSEBM GAN OURS

0 256 332 83105 144128 179 289406
1 562 565 125408 93405 82 787103
2 230 240 125411 185401 180 33.1+1.4
3 112 121 102402 97401 90 332408
4279 292 125422 230402 215 429403

CIFAR-10

o) 597 122 99409 127404 91 529405
6 200 217 172413 176400 13.6 48.8+2.1
7 116 124 114403 107407 9.0  81.340.2
8 256 257 137417 271413 165 68.440.3
9 409 485 124423 174425 73  58.640.4

CavgT 25277276 T 120 T T M6l T 1300 T 357

0 117 141 45405 89401 7. 140403
1 129 149 58409 51400 58 12.5+03
2> 47 49 96410 59+1.1 42 16,0407
3 154 215 55403 50401 5.1 412410
4 108 179 65+11 97424 38 30512
s 71 112 57405 46402 41 88403
6 62 75 63105 52401 51  36.1+L0
7 90 130 58407 76407 67  93+0.1
8 78 78 59409 79401 5.7 362409
9 94 119 40402 106409 67  39.840.5

c(g,gz.g)o 10 281 321 63407 27.8+12 195 41.0+0.8
11 63 60 46403 70402 53 32.1+1.4
12 94 103 41403 84400 66  32.010.7
13 126 152 46402 63401 91  67+0.1
14 152 536 61404 41401 37  63.6+:0.5

15 8.9 10.3 5.0+0.3 7.5+£0.1 64  10.4+0.1
16 12.8 15.6 6.11+0.5 8.1+0.0 83 13.4+£0.2
17 10.0  12.1 3.7+0.1 143£29 73  66.4+0.7
18 4.7 5.1 5.440.3 6.41+0.4 3.8  44.84+0.3
19 7.3 10.6 5.1+0.3 5.7+0.2 52  26.7£0.3

0 86.1  84.7 9.5£3.5 553£7.6 417 951104

1 622 753 125425 222417 272  91.8+0.5

2 534 587 11.744.0 41.3+£05 39.7 46.2+0.8

3 704 678 139449 47.6+£7.8 60.1 53.8£1.8

Fashion- 4 534 514 6.0+0.2  35.8+0.8 38.8 54.1+0.4
MNIST 5 58.7 60.1 39.2+11.0 35.8+0.1 51.8 63.0+4.5
(32x32x1) 6 353 424 18949.1 233+24 257 30.3%0.7
7 913 922 445+10.2 86.9+0.5 803 87.5£1.8

8 67.0 694 9.6£1.7 49.8+£7.6 554 53.9+£0.8

9 96.1 95.6 54+£0.1 888£13 905 97.1+0.1

0 50.5 546 454403 49.0£13 51.0 90.6+£0.3

CatsVsDogs ' 5% 107 567447 540410 486 911402
(64x64x3) v 513 " dTe T 510 515~ 49% ~ 909 -




Table 2: Average area under the PR curve in % with SEM (computed over 5 runs) of anomaly
detection methods, when anomalies are taken as the positive class (AUPR-Out). For all datasets,
each model was trained on the single class, and tested against all other classes. The best performing
method in each experiment is in bold.

OC-SVM AD-

Dataset ¢ RAW CAE DAGMM DSEBM GAN OURS
0 952 957 88.0+£09 913+1.6 934 954+0.1
1 951 952 919+0.6 89.7+£04 863 99.5+0.0
2 948 952 904£1.3 92.1+0.0 940 96.4+0.1
3 91.6 91.0 90.6+£0.3 90.3£0.1 90.2 95.0+0.1
CIFAR-10 4 96.4 964 902+2.1 95.6+0.0 96.0 98.2+0.0
(32x32x3) 5 90.8 912 90.1£1.0 93.2+0.1 90.0 98.2+0.0
6 96.0 953 93.6£04 94240.1 932 97.240.1
7 919 92.0 919+0.2 91.44+0.1 904 99.440.0
8 95.0 951 89.4+0.7 95240.1 943 99.1+0.0
9 950 951 91.841.4 93.4+0.6 87.3 98.8+0.0

973 973 939£0.6 969+£0.0 97.0 98.0+0.0
969 96.8 947£0.5 94.8+£0.0 959 97.4+0.0
954 957 97.3£0.1 95.8£0.5 938 97.840.0
96.8 96.7 952£0.1 944+£0.1 947 98.2+0.1
963 96.0 964+03 964+£0.7 939 98.2+0.1
973 953 95.1£03 942402 939 95.940.1
959 963 96.1£0.2 954£0.2 950 98.5+0.0
96.9 967 954405 951£03 956 96.9+0.0
974 973 95.6£0.6 974£00 96.8 99.0+0.0

0
1
2
3
4
5
6
7
8
CIFAR-100 190 97.8 98.1 945404 97.840.1 97.1 99.4+0.0
11
12
13
14

(32x32x3) 98.8 989 95.0+£04 98.3£0.1 98.6 99.1+0.0

96.7 965 94.6£03 97.0£0.1 959 98.8+0.0
974 974 942£05 97.4+£00 963 98.7+0.0
97.0 9677 942402 949+00 954 96.1£0.0
975 97.6 962£0.1 947£0.1 940 99.4+0.0
15 970 969 945+02 954+£0.0 95.6 97.4+0.0
16 974 97.1 955£04 96.8£0.0 96.8 97.9+0.0
17 979 98.1 939+05 979+0.1 97.6 99.6+0.0
18 955 958 95.7£0.2 96.3£0.1 94.8 99.4+0.0
19 965 965 952£02 95.7£0.1 957 98.9+0.0

0 99.8  99.7 913£21 989+0.1 989 99.8+0.0

1 98.6 982 94.0£04 95.6£0.1 974 99.6+0.0

2 98.8 98.8 929+14 98.5£0.1 984 99.0+0.0

3 99.3 987 95.0£0.7 98.4£0.5 988 98.7£0.0

Fashion- 4 98.6 98.6 854+24 98.0£0.1 982 99.1+0.0
MNIST 5 99.0 984 96.6£1.1 98.4+0.0 988 99.2+0.1
(32x32x1) 6 97.8 973 91.2£1.7 9594£09 96.0 97.9£0.0
7 99.9 99.8 98.0£1.4 99.8£0.0 99.7 99.9+0.0

8 98.8 985 922+14 98.0£0.5 985 98.9+0.0

9 999 99.8 91.1£0.8 99.6£0.0 99.6 99.9+0.0

0 572 535 463£04 473£1.1 500 83.3+04

CatsVsDogs | 533 7409 582448 558+1.1 486 854405
(64x64x3) - i e 0 e e s
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