
7 Appendix

Lemma 1. P and (1− β)P + βP̃ have the same stationary distribution µ ∀β ∈ [0, 1].

Proof. It is known that Pπ and P̃π have the same stationary distribution. Using this fact we have
that

µ((1− β)Pπ + βP̃π) = (1− β)µPπ + βµP̃π

= (1− β)µ+ βµ

= µ.

(13)

Property 2. For a reward vector r, the MDP defined by the the transition matrix P and (1−β)P+βP̃
have the same discounted average reward ρ.

ρ

1− α
=

∞∑
i

γiπT r. (14)

Proof. Using lemma 1, both P and (1 − β)P + βP̃ have the same stationary distribution and so
discounted average reward.

Lemma 2. The convex combination of two row stochastic matrices is also row stochastic.

Proof. Let e be vector a columns vectors of 1.

(βPπ + (1− β)P̃π)e = βPπe+ (1− β)P̃πe
= βe+ (1− β)e
= e.

(15)

Algorithm 2 Temporally regularized semi-gradient TD

1: Input: policy π,β,γ
2: for all steps do
3: Choose a ∼ π(st)
4: Take action a, observe r(s), st+1

5: θ = θ + α(r + γ((1− β)vθ(st+1) + βvθ(st−1))− vθ(st))∇vθ(st)
6: end for
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Figure 10: Average reward per episode on Atari games.
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