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Abstract

Current state-of-the-art solutions for motion capture from a single camera are
optimization driven: they optimize the parameters of a 3D human model so that
its re-projection matches measurements in the video (e.g. person segmentation,
optical flow, keypoint detections etc.). Optimization models are susceptible to
local minima. This has been the bottleneck that forced using clean green-screen
like backgrounds at capture time, manual initialization, or switching to multiple
cameras as input resource. In this work, we propose a learning based motion capture
model for single camera input. Instead of optimizing mesh and skeleton parameters
directly, our model optimizes neural network weights that predict 3D shape and
skeleton configurations given a monocular RGB video. Our model is trained using
a combination of strong supervision from synthetic data, and self-supervision from
differentiable rendering of (a) skeletal keypoints, (b) dense 3D mesh motion, and
(c) human-background segmentation, in an end-to-end framework. Empirically
we show our model combines the best of both worlds of supervised learning
and test-time optimization: supervised learning initializes the model parameters
in the right regime, ensuring good pose and surface initialization at test time,
without manual effort. Self-supervision by back-propagating through differentiable
rendering allows (unsupervised) adaptation of the model to the test data, and offers
much tighter fit than a pretrained fixed model. We show that the proposed model
improves with experience and converges to low-error solutions where previous
optimization methods fail.

1 Introduction

Detailed understanding of the human body and its motion from “in the wild" monocular setups
would open the path to applications of automated gym and dancing teachers, rehabilitation guidance,
patient monitoring and safer human-robot interactions. It would also impact the movie industry
where character motion capture (MOCAP) and retargeting still requires tedious labor effort of artists
to achieve the desired accuracy, or the use of expensive multi-camera setups and green-screen
backgrounds.

Most current motion capture systems are optimization driven and cannot benefit from experience.
Monocular motion capture systems optimize the parameters of a 3D human model to match measure-
ments in the video (e.g., person segmentation, optical flow). Background clutter and optimization
difficulties significantly impact tracking performance, leading prior work to use green screen-like
backdrops [5] and careful initializations. Additionally, these methods cannot leverage the data gener-
ated by laborious manual processes involved in motion capture, to improve over time. This means
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Figure 1: Self-supervised learning of motion capture. Given a video sequence and a set of 2D body
joint heatmaps, our network predicts the body parameters for the SMPL 3D human mesh model [25].
Neural networks weights are pretrained using synthetic data and finetuned using self-supervised losses
driven by differentiable keypoint, segmentation, and motion reprojection etrors, against detected 2D
keypoints, 2D segmentation and 2D optical flow, respectively. By finetuning its parameters at test
time through self-supervised losses, the proposed model achieves significantly higher level of 3D
reconstruction accuracy than pure supervised or pure optimization based models, which either do not
adapt at test time, or cannot benefit from training data, respectively.

that each time a video needs to be processed, the optimization and manual efforts need to be repeated
from scratch.

We propose a neural network model for motion capture in monocular videos, that learns to map an

image sequence to a sequence of corresponding 3D meshes. The success of deep learning models lies

in their supervision from large scale annotated datasets [14]. However, detailed 3D mesh annotations

are tedious and time consuming to obtain, thus, large scale annotation of 3D human shapes in realistic

video input is currently unavailable. Our work bypasses lack of 3D mesh annotations in real videos

by combining strong supervision from large scale synthetic data of human rendered models, and self-
supetrvisionfrom 3D-to-2D differentiable rendering of 3D keypoints, motion and segmentation, and

matching with corresponding detected quantities in 2D, in real monocular videos. Our self-supervision

leverages recent advances in 2D body joint detection [37; 9], 2D figure-ground segmentation [22],
and 2D optical flow [21], each learnt using strong supervision from real or synthetic datasets, such as,
MPII [3], COCO [24], and flying chairs [15], respectively. Indeed, annotating 2D body joints is easier

than annotating 3D joints or 3D meshes, while optical flow has proven to be easy to generalize from

synthetic to real data. We show how state-of-the-art models of 2D joints, optical flow and 2D human

segmentation can be used to infer dense 3D human structure in videos in the wild, that is hard to

otherwise manually annotate. In contrast to previous optimization based motion capture works [8; 7],
we use differentiable warping and differentiable camera projection for optical flow and segmentation

losses, which allows our model to be trained end-to-end with standard back-propagation.

We use SMPL [25] as our dense human 3D mesh model. It consists of a fixed number of vertices and
triangles with fixed topology, where the global pose is controlled by relative angles between body
parts , and the local shape is controlled by mesh surface parameters . Given the pose and surface
parameters, a dense mesh can be generated in an analytical (differentiable) form, which could then be
globally rotated and translated to a desired location. The task of our model is to reverse-engineer the
rendering process and predict the parameters of the SMPL model ( and ), as well as the focal length,
3D rotations and 3D translations in each input frame, provided an image crop around a detected
person.

Given 3D mesh predictions in two consecutive frames, we differentiably project the 3D motion
vectors of the mesh vertices, and match them against estimated 2D optical flow vectors (Figure 1).
Differentiable motion rendering and matching requires vertex visibility estimation, which we perform
using ray casting integrated with our neural model for code acceleration. Similarly, in each frame,
3D keypoints are projected and their distances to corresponding detected 2D keypoints are penalized.
Last but not the least, differentiable segmentation matching using Chamfer distances penalizes under
and over fitting of the projected vertices against 2]% segimentation of the human foreground. Note that






























