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Abstract

This paper introduces a new encoder-decoder architecture that is trained to re-
construct images by disentangling the salient information of the image and the
values of attributes directly in the latent space. As a result, after training, our
model can generate different realistic versions of an input image by varying the
attribute values. By using continuous attribute values, we can choose how much a
specific attribute is perceivable in the generated image. This property could allow
for applications where users can modify an image using sliding knobs, like faders
on a mixing console, to change the facial expression of a portrait, or to update
the color of some objects. Compared to the state-of-the-art which mostly relies
on training adversarial networks in pixel space by altering attribute values at train
time, our approach results in much simpler training schemes and nicely scales to
multiple attributes. We present evidence that our model can significantly change
the perceived value of the attributes while preserving the naturalness of images.

1 Introduction

We are interested in the problem of manipulating natural images by controlling some attributes
of interest. For example, given a photograph of the face of a person described by their gender,
age, and expression, we want to generate a realistic version of this same person looking older
or happier, or an image of a hypothetical twin of the opposite gender. This task and the related
problem of unsupervised domain transfer recently received a lot of interest [[18} 25|10, 27, 22} 24]],
as a case study for conditional generative models but also for applications like automatic image
edition. The key challenge is that the transformations are ill-defined and training is unsupervised: the
training set contains images annotated with the attributes of interest, but there is no example of the
transformation: In many cases such as the “gender swapping” example above, there are no pairs of
images representing the same person as a male or as a female. In other cases, collecting examples
requires a costly annotation process, like taking pictures of the same person with and without glasses.

Our approach relies on an encoder-decoder architecture where, given an input image x with its
attributes y, the encoder maps x to a latent representation z, and the decoder is trained to reconstruct
x given (z,y). At inference time, a test image is encoded in the latent space, and the user chooses
the attribute values y that are fed to the decoder. Even with binary attribute values at train time,
each attribute can be considered as a continuous variable during inference to control how much it is
perceived in the final image. We call our architecture Fader Networks, in analogy to the sliders of an
audio mixing console, since the user can choose how much of each attribute they want to incorporate.
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Figure 1: Interpolation between different attributes (Zoom in for better resolution). Each line shows
reconstructions of the same face with different attribute values, where each attribute is controlled as a
continuous variable. It is then possible to make an old person look older or younger, a man look more
manly or to imagine his female version. Left images are the originals.

The fundamental feature of our approach is to constrain the latent space to be invariant to the attributes
of interest. Concretely, it means that the distribution over images of the latent representations should
be identical for all possible attribute values. This invariance is obtained by using a procedure similar
to domain-adversarial training (see e.g., [21, 6, 15]). In this process, a classifier learns to predict the
attributes y given the latent representation z during training while the encoder-decoder is trained
based on two objectives at the same time. The first objective is the reconstruction error of the decoder,
i.e., the latent representation z must contain enough information to allow for the reconstruction of the
input. The second objective consists in fooling the attribute classifier, i.e., the latent representation
must prevent it from predicting the correct attribute values. In this model, achieving invariance is a
means to filter out, or hide, the properties of the image that are related to the attributes of interest.
A single latent representation thus corresponds to different images that share a common structure
but with different attribute values. The reconstruction objective then forces the decoder to use the
attribute values to choose, from the latent representation, the intended image.

Our motivation is to learn a disentangled latent space in which we have explicit control on some
attributes of interest, without supervision of the intended result of modifying attribute values. With
a similar motivation, several approaches have been tested on the same tasks [18, 25], on related
image-to-image translation problems [10, 27], or for more specific applications like the creation of
parametrized avatars [24]. In addition to a reconstruction loss, the vast majority of these works rely
on adversarial training in pixel space, which compares during training images generated with an
intentional change of attributes from genuine images for the target attribute values. Our approach is
different both because we use adversarial training for the latent space instead of the output, but also
because adversarial training aims at learning invariance to attributes. The assumption underlying our
work is that a high fidelity to the input image is less conflicting with the invariance criterion, than
with a criterion that forces the hallucinated image to match images from the training set.

As a consequence of this principle, our approach results in much simpler training pipelines than those
based on adversarial training in pixel space, and is readily amenable to controlling multiple attributes,
by adding new output variables to the discriminator of the latent space. As shown in Figure 1 on test
images from the CelebA dataset [14], our model can make subtle changes to portraits that end up
sufficient to alter the perceived value of attributes while preserving the natural aspect of the image
and the identity of the person. Our experiments show that our model outperforms previous methods
based on adversarial training on the decoders’ output like [18] in terms of both reconstruction loss
and generation quality as measured by human subjects. We believe this disentanglement approach is
a serious competitor to the widespread adversarial losses on the decoder output for such tasks.

In the remainder of the paper, we discuss in more details the related work in Section 2. We then
present the training procedure in Section 3 before describing the network architecture and the
implementation in Section 4. Experimental results are shown in Section 5.



























