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This supplementary appendix to the paper entitled “On Invariance in Hierarchical Models” (NIPS
2009) [1] contains all of the proofs omitted from the body of the paper. It is available online for
downloading at http://cbcl.mit.edu/publications/ps/978_supplement.pdf.

The following definition is reproduced here for convenience:

Definition 1 (Compatible Sets). The subsets R̃ ⊂ R and T̃ ⊂ T are compatible if all of the following
conditions hold:

1. For each r ∈ R̃, rvT̃ = T̃ ru. When ru = rv for all r ∈ R, this means that normalizer of
T̃ in R̃ is R̃.

2. Left transformations rv never take a point in v outside of v, and right transformations ru
never take a point in u/v outside of u/v (respectively):

imArv
◦ ιv ⊆ v, imAru

◦ ιu ⊆ u, imAru
◦ ιv ⊆ v,

for all r ∈ R̃.

3. Translations never take a point in u outside of v:

imAt ◦ ιu ⊆ v

for all t ∈ T̃ .

Theorem 1. Given any function Ψ : B(R++)→ R++, if the initial kernel satisfies K̂1(f, f ◦r) = 1
for all r ∈ R, f ∈ Im(v1), then

N̂m(f) = N̂m(f ◦ r),
for all r ∈ R, f ∈ Im(vm) and m ≤ n.

Proof. The proof is by induction. The base case is true by assumption. The inductive hypothesis is
that K̂m−1(u, u◦r) = 1 for any u ∈ Im(vm−1). This means that F (H ◦r) = F (H). Assumption 1
(in the full paper) states that r ◦ H = π(H) ◦ r = H ◦ r, with π onto. Combining the inductive
hypothesis and the Assumption, we see that for all q ∈ Qm−1, Nm(f ◦ r)(q) = (Ψ ◦ F )(r ◦H) =
(Ψ ◦ F )(H ◦ r) = (Ψ ◦ F )(H) = Nm(f)(q) .

Proposition 1. Let Γ ⊆ T be a given set of translations, and assume the following: (1) G ∼= T oR,
(2) For each r ∈ R, r = ru = rv , (3) R̃ is a subgroup of R. Then Condition (1) of Definition 1 is
satisfied if and only if T̃ can be expressed as a union of orbits of the form

T̃ =
⋃
t∈Γ

CR̃(t) . (1)

Proof. We first show that for T̃ of the form above, Condition (1) of Definition 1 is satisfied. Com-
bining the first two assumptions, we have for all t ∈ T , r ∈ R̃ that rvtr−1

u = rtr−1 ∈ T . Then for
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each r ∈ R̃,

rvT̃ r
−1
u = rT̃ r−1 = r

(⋃
t∈Γ

CR̃(t)

)
r−1 = r

(⋃
t∈Γ

{r̃tr̃−1 ∈ T | r̃ ∈ R̃}

)
r−1

=
⋃
t∈Γ

{rr̃tr̃−1r−1 ∈ T | r̃ ∈ R̃} =
⋃
t∈Γ

{r′tr′−1 ∈ T | r′ ∈ R̃} = T̃

where the last equality follows since r′ ≡ rr̃ ∈ R̃, and gG = G for any group G and g ∈ G because
gG ⊆ G combined with the fact that Gg−1 ⊆ G⇒ Gg−1g ⊆ Gg ⇒ G ⊆ Gg giving gG = G. So
the condition is verified. Suppose now that Condition (1) is satisfied, but T̃ is not a union of orbits
for the action of conjugation. Then there is a t′ ∈ T̃ such that t′ cannot be expressed as t′ = rtr−1

for some t ∈ T̃ . Hence rT̃ r−1 ⊂ T̃ . But this contradicts the assumption that Condition (1) is
satisfied, so T̃ must be of the form shown in Equation (1).

Lemma 1. For each m ∈M , ta ∈ T ,
mta = tbm

for some unique element tb ∈ T .

Proof. The group of isometries of the plane is generated by translations and orthogonal operators,
so we can write an element m ∈ M as m = tvϕ. Now define the homomorphism π : M →
O2, sending tvϕ 7→ ϕ. Clearly T is the kernel of π and is therefore a normal subgroup of M .
Furthermore, M = T o O2. So we have that, for all m ∈ M , mtam−1 = tb, for some element
tb ∈ T . Denote by ϕ(v) the operation of ϕ ∈ O2 on a vector v ∈ R2 given by the standard matrix
representation R : O2 → GL2(R) of O2. Then ϕta = tbϕ with b = ϕ(a) since ϕ ◦ ta(x) =
ϕ(x+ a) = ϕ(x) + ϕ(a) = tbϕ(x). So for arbitrary isometries m, we have that

mtam
−1 = (tvϕ)ta(ϕ−1t−v) = tvtbϕϕ

−1t−v = tb,

where b = ϕ(a). Since the operation of ϕ is bijective, b is unique, and mTm−1 = T for all
m ∈M .

Proposition 2. Let H be the set of translations associated to an arbitrary layer of the hierarchical
feature map and define the injective map τ : H → T by ha 7→ ta, where a is a parameter char-
acterizing the translation. Set Γ = {τ(h) | h ∈ H}. Take G = M ∼= T o O2 as above. The
sets

R̃ = O2, T̃ =
⋃
t∈Γ

CR̃(t)

are compatible.

Proof. We first note that in the present setting, for all r ∈ R, r = ru = rv . In addition, Lemma 1
says that for all t ∈ T , r ∈ O2, rtr−1 ∈ T . We can therefore apply Proposition 1 to verify Con-
dition (1) in Definition 1 for the choice of T̃ above. Since R̃ is comprised of orthogonal operators,
Condition (2) is immediately satisfied. Condition (3) requires that for every ta ∈ T̃ , the magnitude
of the translation vector a must be limited so that x + a ∈ v for any x ∈ u. We assume that every
ha ∈ H never takes a point in u outside of v by definition. Then since T̃ is constructed as the union
of conjugacy classes corresponding to the elements of H , every t′ ∈ T̃ can be seen as a rotation
and/or reflection of some point in v, and Condition (3) is satisfied.

Proposition 3. Assume that the input spaces {Im(vi)}n−1
i=1 are endowed with a norm inherited from

Im(vn) by restriction. Then at all layers, the group of orthogonal operators O2 is the only group of
transformations to which the neural response can be invariant.

Proof. Let R denote a group of transformations to which we would like the neural response to be
invariant. If the action of a transformation r ∈ R on elements of vi increases the length of those
elements, then Condition (2) of Definition 1 would be violated. So members of R must either
decrease length or leave it unchanged. Suppose r ∈ R decreases the length of elements on which
it acts by a factor c ∈ [0, 1), so that ‖Ar(x)‖ = c‖x‖. Condition (1) says that for every t ∈ T̃ , we
must be able to write t = rt′r−1 for some t′ ∈ T̃ . Choose tv = arg maxτ∈T̃ ‖Aτ (0)‖, the largest
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magnitude translation. Then t = rt′r−1 ⇒ t′ = r−1tvr = tr−1(v). But ‖At′(0)‖ = c−1‖v‖ >
‖v‖ = ‖Atv (0)‖, so t′ is not an element of T̃ and Condition (1) cannot be satisfied for this r.
Therefore, we have that the action of r ∈ R on elements of vi, for all i, must preserve lengths. The
group of transformations which preserve lengths is the orthogonal group O2.

Proposition 4. Let H be the set of translations associated to an arbitrary layer of the hierarchical
feature map and define the injective map τ : H → T by ha 7→ ta, where a is a parameter charac-
terizing the translation. Set Γ = {τ(h) | h ∈ H}. Take G = Dn

∼= T oR, with T = Cn = 〈t〉 and
R = C2 = {r, 1}. The sets

R̃ = R, T̃ = Γ ∪ Γ−1t−u

are compatible.

Proof. Since ru = rvt
−u = turv , we have that for x ∈ T , rvxr−1

u = rvxt
ur−1
v . By construction,

T C G, so for x ∈ T , rvxr−1
v ∈ T . Since xtu is of course an element of T , we thus have that

rvxr
−1
u ∈ T . In the paper, we found that:

x′ = rvxru = rvxrvt
−u = x−1rvrvt

−u = x−1t−u. (2)

This, together with the relation ru = r−1
u , gives that x−1t−u = rvxru = rvxr

−1
u . Therefore

T̃ =
⋃
x∈Γ

{x, x−1t−u} =
⋃
x∈Γ

{rvxr−1
u | r ∈ {r, 1}} =

⋃
x∈Γ

{rvxtur−1
v | r ∈ R̃} =

⋃
x∈Γ′

CR̃(x), (3)

where Γ′ = Γtu. Thus T̃ is a seen as a union of R̃-orbits with r′ = r′v = r′u, r
′ ∈ R̃, and we can

apply Proposition 1 with Γ′ to confirm that Condition (1) is satisfied.

To confirm Conditions (2) and (3), one can consider permutation representations of ru, rv and t ∈ T̃
acting on v. Viewed as permutations, we necessarily have that Aru

(u) = u,Aru
(v) = v,Arv

(v) =
v and At(u) ⊂ v.
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