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Abstract

The Rasch model is one of the most fundamental models in item response theory
and has wide-ranging applications from education testing to recommendation
systems. In a universe with n users and m items, the Rasch model assumes that
the binary response X;; € {0, 1} of a user [ with parameter 6/ to an item ¢ with
parameter 3; (e.g., a user likes a movie, a student correctly solves a problem) is
distributed as P(X;; = 1) = 1/(1 + exp (—(8; — 5;))). In this paper, we propose
a new item estimation algorithm for this celebrated model (i.e., to estimate 5*).
The core of our algorithm is the computation of the stationary distribution of a
Markov chain defined on an item-item graph. We complement our algorithmic
contributions with finite-sample error guarantees, the first of their kind in the
literature, showing that our algorithm is consistent and enjoys favorable optimality
properties. We discuss practical modifications to accelerate and robustify the
algorithm that practitioners can adopt. Experiments on synthetic and real-life
datasets, ranging from small education testing datasets to large recommendation
systems datasets show that our algorithm is scalable, accurate, and competitive
with the most commonly used methods in the literature.

1 Introduction

Item response theory (IRT) is the study of the relationship between latent characteristics (a student’s
ability versus a test’s difficulty or a user’s taste versus a movie’s features) and the manifestations
of these characteristics (a student’s performance on a test or a user’s rating of a movie). Originally
developed by the psychometric community [45}|51], item response theory has been applied to diverse
settings such as education testing [37]], crowdsourcing [54], recommendation systems [[12], finance
[S0] and marketing research [10]].

One of the most fundamental models in IRT is the Rasch model [43]]. It models the binary response
Xii € {0,1} of user [ with latent parameter 0, € R to item 4 with latent parameter 3; € R by

1
C ltexp(—(0; —B7))

For example, in education testing, 6; corresponds to the ability of student [, 8; the difficulty of
problem 7 and X;; = 1 if the student correctly solves the problem. Binary response data has grown
abundantly in modern domains: Netflix famously switched from a 5-star rating system to a binary
like/dislike feedback system, data on students’ engagement and performance grows significantly as
education moves online during the pandemic.

P(Xy; = 1) (1)

Traditionally, the goal of estimation under the Rasch model is to recover the item parameters 3*. In
education testing, an estimate of the item parameters can be used to calibrate scores across different
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versions of a test. In recommendation systems, the item parameters can be used to produce a ranking
over the items. In general, estimation is challenging under the Rasch model because for each user
and item pair, we only get a single observation or none in the case of missing data.

Joint maximum likelihood estimate (JMLE) is one of the earliest methods developed for the estimation
problem [3 22 25| 27]. It estimates both the user and item parameters by maximizing the joint
likelihood function using an alternating maximization algorithm. While efficient, JMLE is known to
be inconsistent (that is, even as n — oo, JMLE does not recover 3*) when the number of items is
finite 3 24] (e.g., Figure[Ta). Intuitively, this is because there are many nuisance user parameters
to a finite number of item parameters. As a result, JMLE is mostly used for prelimary parameter
estimation and researchers have developed other solutions to address the inconsistency problem,
broadly consisting of 3 approaches as follows.

The first approach is marginal maximum likelihood estimate (MMLE) [7]]. The statistician first
specifies a prior distribution over the user parameters. The objective of MMLE is to maximize the
marignal likelihood function which integrates out the user parameters. In pratice, MMLE runs quite
fast, handles missing data well and is reasonably accurate. However, its performance depends on the
accuracy of the prior distribution. If misspecified, MMLE may produce inaccurate estimates (e.g.,
Figure[Ib). Model selection is thus a crucial procedure when applying MMLE to real data.

The second approach is conditional maximum likelihood estimate (CMLE) [3} 22} 27]. CMLE builds
on the fact that under the Rasch model the total number of positive responses s; for each user [
is a sufficient statistic for the user parameter ;. Instead of the joint likelihood function, CMLE
maximizes the likelihood conditioned on {s;}}* ;. Unlike JMLE, CMLE is statistically consistent
without requiring any distribution assumptions about 0*. For small datasets with no missing data,
CMLE is quite accurate. However, it may incur high computational cost and numerical issues on
large datasets with many items and missing entries. Practioners have observed that CMLE often
produces inaccurate estimates [35 36] in this regime (e.g., Figure [Lc).

The third approach, which our algorithm follows, uses pairwise information that can be extracted
from binary responses. Intuitively, if a user responds to two items, one negatively and one positively,
we learn that the later is ‘better’. Following this intuition, previous authors [23}[17 48] have designed
spectral algorithms that first construct an item-item matrix and then compute its leading eigenvector.
One common limitation of these methods is that the item-item matrix is assumed to be dense.
Therefore, these methods aren’t directly extendable to large scale datasets in applications such as
recommendation systems where the item-item observation is sparse.

Furthermore, most theoretical guarantees for the above methods are asymptotic (n — oco). However,
having finite sample error guarantees is useful in real-life applications. For example, when we only
observe a handful of responses to a new item, it is important to have an accurate estimate of the error
over the item parameter. Asymptotic guarantees, on the other hand, are accurate mostly under a large
sample size regime, and can be inaccurate in the data-poor regime.

Our Contributions: Motivated by known limitations of the existing methods, we propose a new,
theoretically grounded algorithm that addresses these limitations and performs competitively with the
most commonly used methods in the literature. More specifically:

* In Sections 2] and ] we describe the spectral algorithm and practical modifications — an
accelerated version of the original algorithm and a regularization strategy — that allow the
algorithm to scale to large real-life datasets with sparse observation patterns and alleviate
numerical issues.

* In Section [3] we present non-asymptotic error guarantees for the spectral method — the
first of their kind in the literature — in Theorems [3.1) and [3.3] Notably, under the regime
where m grows, the spectral algorithm has optimal (up to a constant factor) estimation error
achievable by any unbiased estimator (Theorem [3.4). Under the challenging regime where
m is a constant or grows very slowly we show that the spectral algorithm is, unlike JMLE,
consistent (Corollary [3.2).

* In Section [5] we present experiment results on a wide range of datasets, both synthetic
and real, to show that our spectral algorithm is competitive with the most commonly used
methods in the literature, works off-the-shelf with minimal tuning and is scalable on large
datasets.



1.1 Notations and Problem Formulation

As briefly described before, in a universe of n users and m items, each user [ has a latent parameter
0 € R and each item ¢ has latent parameter 3 € R. The reader may recognize that there is a
fundamental identifiability issue associated with the Rasch model pertaining to translation. That is,
{6*,5*} and {0* + al,, 5* + al,,} describe the same model for any o € R. For this reason, we
impose a normalization constraint on the item parameters B*71,, = 0. We consider the fixed range
setting where 37 € [BL5,,, Biax) Vi € [m] for some constants 8%, , B ... Similarly, we assume that
0f € (0% .., 0% i) for some constants 6%, 6 [1_1 The observed data is X € {0, 1, %}™*™ where %
denotes missing data and for entries where X;; # *, X;; is independently distributed per Equation (I).
Let A € {0, 1}™*™ denote the assignment matrix where A;; = 1 if user [ responds (either negatively
or positively) to item 7 and 0 if user [ does not respond to item i (i.e., X;; = *). Define B = AT A,
i.e., B;; is the number of users who respond to both items i, j. The goal of item estimation is to
obtain an estimate 3 from the observed data X and the metric of interest is the ¢5 error, |3 — 5*||2.

2 The Spectral Estimator

In this section we describe our spectral algorithm which is summarized in Algorithm[I} At a high
level, the algorithm constructs a Markov chain defined on a graph whose vertices are the items and its
transition probabilities are estimated using the observed user-item response data. The algorithm then
computes the stationary distribution of this Markov chain and the estimate /3 is obtained following a
simple transformation.

We first define, for each item pair 7, j and a fixed assignment A, a quantity which we term pairwise
differential measurement:

Yij = ZAliAleli(l - Xy) Vi#jem]. 2
=1

Intuitively, Y;; is the number of users who respond 1 to ¢ and 0 to j. Given the pairwise differential
measurements, consider a Markov chain P € [0, 1]™*™ whose transition probabilities are defined as

follows:
1 . . -
Py = {fyﬂ ) s 3)
- Zk# gYik ifi=j
where d is a sufficiently large normalization factor chosen such that the resulting pairwise transition
probability matrix does not contain any negative entries. Typically, d = O(max;c[m] > £i Bix).
The algorithm then computes the stationary distribution 7 of the Markov chain (e.g., using power
iteration) and recover [ using a post-processing step. In real-life datasets, the constructed Markov
chain is often sparse (not every pair of items has non-zero pairwise differential measurements).
Practicioners could take advantage of this sparsity to speed up the computation of the stationary
distribution such as by using sparse matrix-vector multiplication subroutines.

To understand the intuition behind our spectral algorithm, let us consider the following idealized
Markov chain where the state transition probabilities are exact:

Ly fori # j
pr={di 4
Y {1clzzk¢iyi7c fori=j ~ @

where Y% = 11 A A E[X;;(1 — Xy;)]. For every pair 4, j, given a sufficiently large number of
users who respond to both items, Y;; will concentrate around Y;%. Then, under an appropriately large
scaling factor d, P;; =~ P and the two Markov chains are ‘close’. This means that the stationary
distribution of P is also close to that of P*. At the same time, the true item parameter 3* is directly
related to the stationary distribution of P*. This relation is summarized by Proposition 2.1}

Proposition 2.1. Consider the idealized Markov chain described in Equation (). The stationary
distribution 7 of P* satisfies i = P /(31 eP%) fori € [m].

!The bounded range assumption is a common one in the literature on the Rasch model. Intuitively, it
eliminates the presence of items that are always repsonded positively to (or negatively to) and users who only
responds positively (or negatively) that leads to parameter unidentifiability [26].



Algorithm 1 Spectral Estimator

Input: User-item binary response data X € {0, 1, x}"*™
Output: An estimate of the item parameters 5 = [51, . .., Om]

1: Construct a Markov chain P per Equation
2: Compute the stationary distribution of P:
Initialize 7(®) = [ L ... L]
Fort =1,2,... until convergence, compute

=1 p

ORI _
[ =1 Py

3: Compute z = 7/d and 3 = log(z) o
4: Return the normalized item parameters, i.e., 3 =3 — 3"1/m

Essentially Proposition [2.1|states that 7* is proportional to e®~. Thus 3* can be recovered from 7*
up to a global normalization. Now, given a sufficiently large number of users, the empirical stationary
distribution 7 will be close to 7* and naturally the obtained estimate (3 is also close to 3*.

Readers who are familiar with the ranking from pairwise comparison literature might recognize the
similarity between the spectral algorithm and Rank Centrality [43]] for parameter estimation under
the Bradley-Terry-Luce model [38]. Similarly to Rank Centrality, our algorithm constructs a Markov
chain on the item-item graph and recovers parameter estimate from its stationary distirbution. In
both cases, the Markov chain interpretation is motivated by the unique characteristics of the BTL
and Rasch likelihood function. However, the specific construction differs between our algorithm and
Rank Centrality and so does the resulting analysis.

3 Theoretical Analysis

In this section, we present the main theoretical contributions of the paper. Specifically, we obtain in
Section [3.1] two finite sample error bounds for two different regimes of m: where m is a constant
or grows very slowly and where m grows at least logarithmically relative to n. In addition to our
upper bounds, we show in Section [3.2]a Cramer-Rao lower bound for the mean squared error of any
unbiased estimator, establishing the optimality of the spectral algorithm under the the second regime.
For the special case m = 2, we show that the error rate obtained by the spectral algorithm is optimal
up to a log factor.

3.1 Finite Sample Error Guarantees

Sampling Model: Let us consider a random sampling model where for each user [ € [n], each item
i € [m] is independently shown to that user with probability p (i.e., P(A4;; = 1) = p). Once shown
an item [, the user 4 responds with X;; distributed according to Equation (IJ.

Under this sampling model and the regime where m is a constant or grows very slowly, we obtain the
following upper bound on the estimation error of the spectral algorithm which is, to the best of our
knowledge, the first finite sample error guarantee for any consistent estimator under the Rasch model
in the literature.

Theorem 3.1. Consider the sampling model described above. Suppose that np®> > C'logm for a
sufficiently large constant C' then the output of the spectral algorithm statisfies

Cv/max{m, log np?}

np?

18 —=B"|2 <

with probability at least 1 — min{e~1?™ W} — exp (—C’lan), where C, C are constants.

As alluded to before in our algorithm description, the proof of Theorem [3.1] uses Markov chain
analysis and a central object is the idealized Markov chain P* with its stationary distribution 7*. The



proof is rather long and involved so we defer the details to the supplementary materials and describe
here the main idea. The starting point is a Markov chain eigen-perturbation bound (see Lemma[A.3)):

I Laltaas o1
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where p* (P*) is the spectral gap of the idealized Markov chain. We then bound the numerator and
the denominator separately. We will show under the setting of Theorem [3.1] that

v/max{m,lognp?} )
dm+/np? .

Combining these bounds with the following relation gives us the desired error bound:

1
pP) == Pl =0(3) wa T - Pl =0

16 - 8%l = O(m- I — n*ng) |

As an immediate consequence of Theorem [3.1] we can also prove the consistency of the spectral
algorithm under the constant m regime. As mentioned previously, JMLE, one of the most well known
methods in the Rasch modeling literature, is inconsistent in this regime.

Corollary 3.2. Consider the setting of Theorem[3.1} For a fixed m and p = 1, the spectral algorithm
is a consistent estimator of B*. That is, its output (3 satisfies lim,,_, P(||B—0%|l2 <€) =1,Ve > 0.

Under the regime where m grows, we could sharpen the results of Theorem [3.1] Specifically, when
the number of items shown to each user is sufficiently large, we improve by a ,/p factor which can be
significant when p is small. This is summarized by the following theorem.

Theorem 3.3. Consider the setting of Theorem Assume further that mp > C" logn for a
sufficiently large constant C"' then the output of the spectral algorithm statisfies
C*y/m

V1P

with probability at least 1 — exp (—anp2) —2n79, where C*, C are constants.

18— B"]l2 <

The reader may wonder why there would be a difference between the two regimes. Intuitively, when
m is a small constant, the distribution of the number of items shown to the users are not tightly
concentrated. Some users are shown all of the items while some are shown only one. By design, our
spectral algorithm uses pairwise differential measurements. This means that when a user responds
to only one item, that information is not fully used. On the other hand, when mp = O(log n), the
number of items shown to the users is concentrated (all users are shown approximately the same
number of items) and more pairwise differential measurements are available. There is less information
being under-utilized by the algorithm and it enjoys a tighter (in fact optimal) error rate.

3.2 Cramer-Rao Lower Bound

In this section, we present complementary results to our finite error guarantees obtained in the
previous section. Notably, under the regime where m is allowed to grow with n, we show that the
minimum mean squared error achievable by any unbiased estimator is no more than a constant factor
smaller than the upper bound for the spectral algorithm established in Theorem [3.3] This optimality
result is summarized by the following theorem.

Theorem 3.4. Consider the sampling model described in in Section Let T' be any unbiased
estimator for the item parameters. Then the mean squared error of such estimator is lower bounded
as

cm
E|T(X) - 82> —,
17(X) ﬁlb_7w

where T'(X) is the output of the estimator T when given data X and c is a constant.

Now note that under the settings of Theorem [3.3] the output of the spectral algorithm also statisfies

18— B8*3 = O(75)- To the best of our knowledge, this is the first non-asymptotic optimality result

for any item estimation method under the Rasch model.



As noted before, when the number of items is constant, our error bound in Theorem [3.1]incurs an
additional 1/,/p factor. We now argue that the upper bound obtained there may already be optimal in
this challenging regime. Consider the special case when m = 2. Essentially, the goal is to estimate
the difference of the two item parameters. For a particular user [, suppose that we have no information
about her parameter 0; other than the bounded condition. If the user’s responses consist of a single
response (the response to one item is not observed) or that her responses to both items are identical
(either both 0 or 1), then we learn little about the difference between the two items. We refer to these
responses as ‘bad’ responses. The relative difference between the items is only revealed if the user
responds differently to the items. As noted in the description of our spectral algorithm, we refer to
such information as pairwise differential measurements.

For the special case m = 2, both CMLE and JMLE actually ignore ‘bad’ responses. This is because in
both algorithms, it has been shown that including bad responses in the respective objective likelihood
function leads to parameter unidentifiability [26]. As mentioned earlier, MMLE, requires an accurate
prior distribution in order to obtain good estimate accuracy. This is not possible when we have no
information about the user parameters. With the exception of MMLE, all estimation methods that we
are aware of in the literature only use pairwise differential measurements.

With these points considered, if we restrict our attention to the class of algorithms that use pairwise
differential measurements, then the spectral algorithm indeed achieves the best possible (up to a log
factor) estimation error.

Theorem 3.5. Fix m = 2 and consider the sampling model described in Section[3.1] Let T be any
unbiased estimator for the item parameters that only uses pairwise differential measurements. Then
the mean squared error of such estimator is lower bounded as

/

* |2 c
E|T(X) = 8%z > el

where T'(X) is the output of the estimator T when given data X and ¢’ is a constant.

As seen from Theorem the estimate produced by the spectral algorithm satisfies |3 — 8*||3 =
O )» establishing its near optimality.

4 Practical Implementation Aspects

In this section, we discuss two important practical aspects that practicioners may consider when
applying the spectral algorithm real-life datasets of which observation pattern may not correspond
exactly to the sampling model described in Section[3.1] Firstly, we identify slow convergence as a
problem encountered by the spectral algorithm when the data is skewed in the sense that some items
are highly responded to by users while some items are rarely responded to. To address this issue,
we propose an accelerated spectral algorithm that enjoys the same error guarantees as the original
spectral algorithm but runs significantly faster in practice and suffers from fewer numerical issues.
Secondly, we discuss regularization strategy when the spectral algorithm is applied to datasets with
sparse observation patterns.

Accelerating the Spectral Algorithm: Recall that in the original spectral Algorithm [I| we use
a common normalization constant d that generally scales as O(max; £i Bix). In practice, the
distribution of the user-item assignment could be skewed such that some items are rarely responded
to while some elicit many user responses. In such cases, the items with few responses will have few
pairwise differential measurements < d. The induced Markov chain will contain large self-loops for
these items. We observe that these large self-loops lead to a slower convergence when computing
the stationary distribution and more numerical issues. This observation was also noted in [2] and we
propose a similar solution to eliminate large self-loops that is to use a different normalizing factor for
each vertex. Consider the following modified Markov chain:

o Y if i # j
! 1=+ Y ifi=j

where Y;; is defined in Equation and {d;}!", are appropriately chosen normalization factors
such that the resulting transition probability matrix does not contain any negative entries. In our

®)



experiments, we choose d; = O(>_, £i B;j). The accelerated spectral algorithm computes the
stationary distribution of the above modified Markov chain, and recovers the item parameters via a
post-processing step. The algorithm is summarized in Algorithm 2]

Algorithm 2 Accelerated Spectral Estimator

Input: User-item binary response data X € {0, 1, x}™*™
Output: An estimate of the item parameters 5 = [f1, .. ., Om]

. Construct a modified Markov chain P per Equation

: Compute the stationary distribution 7 of P

: Compute z = D~17 and 8 = log(z) where D = diag(dy, ..., dy,)
. Return the normalized item parameters, ie., 3=/ —('1 /m

R\

Interestingly, the accelerated algorithm produces essentially the same estimate as the original algo-
rithm. Under some regularity conditions, there is a direct one-to-one relation between the stationary
distribution 7 obtained using the original Markov chain in Algorithm|[T|and the stationary distribution
7 of the Markov chain parametrized by P. This result is summarized in Theorem

Theorem 4.1. Consider the modified Markov chain P constructed per Equation (E]) and the original
Markov chain P constructed per Equation . Suppose that both P and P admit unique stationary
distributions 7 and 7, respectively. Then

o= mid;
= =m 7
> ket Trdk

where d; are the normalization factors in the construction of the modified Markov chain P.

Vi € [m],

Assuming perfect numerical precision, the two versions of the spectral algorithm output the same
estimates. Therefore the guarantees in Theorems [3.1]and [3.3]also apply to the accelerated spectral
algorithm. However, in our experiments, we observe that the accelerated spectral algorithm converges
much faster and suffers from fewer numerical issues than the original version on real-life datasets,
leading to better performance overall. We thus use the accelerated version in our experiments.

Regularization for Sparse Datasets: In some real-life datasets, we observe that certain pairs of
items have few pairwise differential measurements. Furthermore, the pairwise differential data is
one-sided (e.g., users who respond to the two items always respond positively to one but negatively to
the other). This could happen to pairs that have been shown to only few users. The existence of many
such pairs may also introduce numerical issues and parameters unidentifiability. For example, when
there is an item ¢ such that Y;; = 0V # 4, the stationary probability correpsonding to this item will
be 0 and the item parameter estimate will be —oco. As a solution, we propose adding regularization
in the construction of the Markov chain. Specifically, for every pair of items i, j such that B;; > 0
redefine

n
Yij =Y AuApXu(l—Xy)+v
=1
where v is a small constant. In all of our experiments on real-life datasets, we use v = 1 and find
that the regularization parameter requires little tuning. Regularization also ensures the uniqueness of
the stationary distribution. So long as the graph underlying the Markov chain is connected, adding
regularization ensures that no pairwise transition probability is 0. This makes the constructed Markov
chain ergodic and there is a unique stationary distribution [44]].

5 Experiments

In this section, we present empirical findings which support the practical value of our spectral
algorithm. Our baselines are the most commonly used estimation algorithms in the literature:
conditional maximum likelihood estimate (CMLE), marginal maximum likelihood estimate (MMLE)
and joint maximum marginal likelihood (JMLE). Their open source implementation can be found
online [49]. We include the python implementation of our spectral algorithm in the supplementary
materials.



m = 10, p = 1.0 (MMLE with correct prior) m = 10, p = 1.0 (MMLE with misspecified prior)
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Figure 1: (Synthetic Data Experiments.) The spectral method performs consistently well (both in terms of ¢
error and time complexity) across a range of settings while CMLE, MMLE and JMLE could underperform in
unfavorable settings. Presented results have been averaged over 100 trials.

Synthetic Data: We generate the item parameters 5* from a standard normal distribution and user
parameters 0* from A(0,02) where o varies for different model settings. Recall that MMLE
requires the statistician to specify the prior distribution over the user parameters and for synthetic
experiments, we specify this prior distribution to be the standard normal distribution. Subfigures
(a)-(c) of Figureshow |3 — B*||2 against n for all 4 algorithms under 3 different model settings while
Subfigure (d) shows inference time. When there is no missing data and MMLE’s prior distribution
is correctly specified (¢ = 1), CMLE, MMLE and the spectral algorithm perform equally well.
However, when MMLE’s prior distribution is misspecified (o = 2), it produces inconsistent estimates.
As mentioned before, JIMLE is known to produce inconsistent estimate when m is small relative to
n. On the other hand, CMLE’s performance degrades under moderately sized dataset with missing
data. The spectral algorithm, however, consistently performs well across all of these settings and is
comparatively scalable.

Real Data: We perform experiments on a wide range of real-life datasets from education testing
datasets to book and movie ratings datasets for recommendation systems. In order to transform ratings
data to binary response data, we follow the procedures in previous works [33}|19]. Specifically, for
each user, we convert all ratings higher than the average to 0 and 1 otherwise (so that items with a
higher parameter value is ‘better’). Since real-life datasets do not come with true 5* parameters, we
compare the algorithms on four metrics: area under the ROC curve (denoted AUC) on heldout test
data; log-likelihood on heldout test data; inference time and top-K accuracy where the reference
top-K set is determined by average ratings. We have also followed the standard procedure in the
recommendation systems literature to remove items that have few (< 10) ratings from the reference
top-K set. In our experiments, we consider K € {10,25,50}. We defer extra experiment results
where we include additional algorithms such as Bayesian estimation [42] and pairwise likelihood
estimation to the supplementary materials. We mention here a few notable datasets: RIIID [1]]
(m = 6k, n = 23k, education testing dataset), ML-20M [28]] (m = 27k, n = 138k), Book-Genome
[31] (m = 10k, n = 350k).



AUC Log-likelihood Top-[10 // 25 // 50] accuracy Total Inference time (seconds)
Dataset Spectral | MMLE | CMLE | JMLE | Spectral | MMLE | CMLE | JMLE Spectral MMLE CMLE JMLE Spectral | MMLE | CMLE | JMLE
LSAT 0.707 0.707 | 0.707 | 0.707 | —0.487 | —0.489 | —0.487 —0.485 N/A N/A N/A N/A 0.028 0.159 0.154 | 0.075
uct 0.565 0.565 | 0.565 | 0.565 —0.687 | —0.686 | —0.692 | —0.706 N/A N/A N/A N/A 0.015 0.133 0.136 | 0.034
3 GRADES 0.532 0.532 | 0.532 | 0.532 0.706 | —0.692 0.699 0.717 N/A N/A N/A N/A 0.021 0.181 | 0.105  0.009
RIIID 0.723 0.724 N/A 0.724 —0.486 —0.49 N/A —0.486 N/A N/A N/A N/A 13.1 104 N/A 61.2
HETREC 0.729 0.729 | 0.506 | 0.73 —0.604 | —0.603 | —1.119 —0.602 | 0.5 /0.64 /0.6 | 0.0 /0.0 /0.02 | 0.0/0.0/0.0 | 0.0/0.0/0.02 50.1 140 224k 144
ML-100K 0.662 0.659 | 0.498 0.665 [ —0.646 0.66 1.159 0.653 | 0.4 /0.6 J0.54 0.0 /0.0 /0.0 0.0 /0.0 /0.0 0.0 /0.0 /0.0 1.39 16.2 9.56k 21
ML-IM 0.698 0.701 0.468 0.7 —0.626 | —0.632 | —1.166 | —0.63 | 0.8 /0.72 /0.72 | 0.6 /0.6 /0.62 | 0.0 /0.0 /0.0 | 0.5/ 0.64 / 0.66 19.2 86.9 156k 194
EACH MOVIE 0.716 0.718 | 0.522 | 0.716 | —0.615 | —0.613 | —0.946 | —0.614 | 0.8 /0.76 / 0.82 | 0.8 / 0.68 / 0.84 | 0.0 /0.0 /0.02 | 0.6 /0.6 J 0.72 11.3 329 220k 1.9k
ML-10M 0.714 0.716 N/A 0.716 | —0.617 | —0.619 N/A —0.618 | 0.5/0.84 /0.7 | 0.1 /0.28 /0.32 N/A 0.0 /0.32 / 0.36 821 3.93k N/A 6.55k
ML-20M 0.72 0.71 N/A 0.71 —0.619 | —0.619 | N/A —0.619 | 0.5/0.8/0.64 | 0.3/0.44 /0.4 N/A 0.1/04/04 1.58k 5.36k N/A 1.42k
BX 0.546 0.577 | 0.503 0.57 —0.618 | —0.612| —0.8 |—0.617|0.3/0.16/0.16 | 0.3 /0.24 /0.2 | 0.0 /0.0 /0.02 | 0.3 /0.2 /0.18 205 2.02k 156k 481
BOOK-GENOME 0.658 0.665 N/A 0.654 | —0.651 | —0.645 N/A —0.651 | 0.6 /0.44 /0.42 | 0.3 /0.32 / 0.34 N/A 0.2/0.24 /038 2.53k 2.56k N/A 4.34k

Table 1: (Real Data Experiments.) The spectral method (1st column under each metric) is competitive with the
baselines (best results are shaded) especially in terms of ranking metrics The spectral method is generally the
fastest method on large datasets. It works off-the-shelf with minimal tuning and is comparatively accurate.

Table || summarizes the performance of the four methods in our experiments. Note that the first
four datasets are education testing datasets and thus there are no top-K ranking metrics being
measured. For tuning the prior distribution for MMLE, we select the prior distribution that admits
the highest log-likelihood on a validation set. On the other hand, CMLE, JMLE and the spectral
method requires minimal model tuning. For small scale education datasets (LSAT, UCIL, 3GRADES),
there are no missing responses and all methods perform very similarly to one another. For large scale
ratings datasets, the spectral method remains competitive with the baselines in terms of AUC and
log-likelihood but tends to outperforms in top- K accuracy and is significantly more efficient.

In large scale ratings datasets, we observe that the competitor methods tend to assign large parameter
value to items that receive only a few but very high ratings (so after data processing, all of the
responses to such items are 0) and these items are not included in the reference top-K set. The
spectral method, because it operates on pairwise differentials, is less susceptible to these noisy
responses and thus more accurately recovers the items in the reference top-K set.

6 Related Works

The Rasch modeling literature is quite broad and we refer the interested reader to recent surveys
[6l146]]. Since its original formulation to model psychological tests outcome [45]], the model has been
extended to account for more complicated response patterns such as numerical ratings and ordinal
responses [4, 15, 155] 39]]. Higher-order models that incorporates bias variables such as the 2PL and
3PL model [9] and multivariate models [21] remain active areas of research where machine learning
techniques have recently been applied with substantial success [8]. The Rasch inference problem is
also closely connected to the 1-bit matrix completion problem in machine learning where we observe
a sparse n X m binary matrix with underlying entrywise probability f (M) where f is a mapping
function (e.g., logistic) and M is a real-valued matrix. There, the goal is obtain an estimate of M.
A commonly proposed approaches for 1-bit matrix completion based on alternating optimization is
exactly joint maximum likelihood estimate [15} [14].

7 Ethical Considerations

Our work proposes an algorithm of which real-life applications very often involve actual human
data with sensitive information. For example, the Rasch model is often studied in the context of
education testing and psychological testing where the subjects of studies are students and patients.
Therefore, deploying our algorithm (or any algorithms in this context) needs to be accompanied
by thoughtful and thorough ethical considerations. In this work, we provide the algorithmic tool
that lays the foundation for our algorithm and its theoretical guarantee. We believe that a socially

2As noted before, CMLE has been observed to underperform on large datasets with missing data. In some of
our experiments, CMLE fails due to numerical errors or does not converge. The results for CMLE are marked
‘N/A’ for these experiments.



constructive application of our algorithm should always be accompanied by detailed explanation of
its fundamental limitations, assumptions and decision makers need to take into account these aspects
when interpreting the results returned by the algorithm.

8 Conclusion

We propose a new spectral algorithm for the item estimation problem under the celebrated Rasch
model. Our algorithm is theoretically well-founded, practically performant and should be added to
the statistician’s quiver of estimation methods when analyzing binary response data. Extending our
algorithm to more expressive IRT models such as 2PL or 3PL and response types is an open avenue.
In the future, we also hope to generalize the method to more complicated response data types such as
ordinal or rating data, as well as incorporating ancillary information (user and item features).
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A Proofs of Upper Bounds

Proofs overview: The starting point for our proof is a Markov chain eigen-perturbation bound-
Lemmal[A.3] Without going too deeply into the details and definitions, we have

I " (P* — P)ll2
pr(P*) = ||1P = P27

where p*(P*) is the spectral gap of the idealized Markov chain. We then bound the numerator and
the denominator separately. We will show (see Corollary|A.8):

lm = 7"z <

p(P) = IP=Pla 2 5,

where = denotes Q2-asymptotic relation. For the regime where m is a constant or grows very slowly
with respect to n, we show (see Lemma[A.9) that

V/max{m,lognp®}
dm~/np? 7

where < denote O-asymptotic relation. For the regime where m grows (mp 2 logn), we show (see

Lemma [ATT) that

* 1 *
|7 (P* = P)ll2 S

1
dmnp’

18 =Bl S m-[lm— 72

* T
|7 (P* = P)ll2 <

Lastly, we will show that

A.1 Preliminaries

As a convenient shorthand notation, define w; = ePi fori € [m]. Since £ = Bmax — Bmins
wl*nax/w:;lin =e". Let’y = minle[n],i,je[m] E[Xlz(l - le)]

Define B = AT A and the following events:
3n
(" < p, < —pwa’ € ml},

Both events happen with high probability under appropriate conditions, as summarized by two
lemmas below.

Lemma A.1. Consider the random sampling scheme described in Section[3.1) we have

2
P(A) > 1 —exp (7;%)

so long as np® > Cylogm by a sufficiently large constant C (e.g., C1 > 60).

Proof. Invoking Chernoff bound, we have:

1 lan np2
|Z A Ay — E[A Ayl > P4 %) < 2exp <_§+2> = exp (—10 + ln2) )

It can be checked that so long as np? > 60lnm > 20In2 + 40lnm for m > 2, then

exp ( + In 2) < exp (—— —2In m). The rest of the proof follows by applying union

bound over all pairs i # j. m

Lemma A.2. Consider the random sampling scheme described in Section , we have

2
np 1
(A+) > 1— exXp (—20> — @

so long as np® > Cylogm and mp > C4 logn by a sufficiently large constant C (e.g., C1 > 101).
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2
Proof. The first term exp (— %) is obtained using the same argument as in the lemma above. For

the second term #, we again invoke Chernoff bound:

" 1 lmp mp
P Ay — E[AAy]| > Smp) < 2exp [~ ) =exp (=52 +1n2) .
(l; 1Al [ li lj]| 2mp) = eXp( §+2> exp 10 + In
So long as mp > 100log n, one could see that exp (—52 + In2) < . Applying union bound
over all users n gives us the probability bound. m

2
Under either event A (or .A™) happening, one can simply set d = ?’m%. We state without proof the
following useful identities:
m * m *
* Zi:l wi * Zi:l 7Ti _ 1
Wrin Z me” and Tmin Z mer - me” .

K m * K
e i _¢
m

and w7 < .
m

max —

K m *
Wt < e iy W
m

max —

Reversibility of the idealized Markov chain: Note that the eigenperturbation bound in Lemma [A.3]
requires that the reference Markov chain P* is reversible. Fortunately for us, this is indeed the case.

Proposition 2.1} For a fixed assignment A, consider the following idealized the Markov chain:

pr— 3 2y A AGE[X (1 = Xi5)] fori# j
Y 1*%Zk;&ipﬁc fori=j

where d is some sufficiently large normalization constant. Then the Markov chain is reversible and
its stationary distribution satisfies w7 = w; /(3_, w;) fori € [m].

Proof. This boils down to verifying the reversility condition, i.e., whether 7} P;; = 77 P;. One can
see that o

1 efr wy
* * J
WLPZ?:’LU,L 72 o . Z AliAljeel*_Fw* el*+w*
ke[m] “k 1€[m] ) 7
1 697 w*
kelml Yk gim) € w; € w;
k¥
=m; Py

This completes the proof. m

{5 eigen-perturbation bound: The reader might recognize the similarity between the following
perturbation bound to Theorem 8 of [16]. Our lemma has been modified to use the {5 norm instead
of the induced norm in the original theorem.

Lemma A.3. Consider two discrete time Markov chains P and P* with a finite state space and
stationary distributions w and 7, respectively. Furthermore, assume that the Markov chain P~ is
reversible. If | P — P*||o < p*(P*) where p*(P*) is the spectral gap of P*, then

*HQ ||7T*T(P*7P)||2 )
T opr(P) = [|[P = Pl

||m— 7
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Proof. We have:

ol gl =P TP

=" (P*~P+P)—xn'P

*T(P* P4 P-xTP
*T(P*—P)+ (n* —m
*T(P* —p)
*T(P* e ——
= (P =P)+ (" —7) (P=P)+ (" —m) (P =1z ).

The last equality comes from the simple observation that (7* — 7)T1 = 0. We thus obtain the
following normed inequality:

I = 7*llz < 7T (P* = P2 + [l7* = 7llo-| P = P*l2 + |7 — 7[lo-| P* = 17" T .

™

s
=T

™

If we can show 1—||P* — 17* " ||, is exactly the spectral gap of the reversible Markov chain P*, then
the final inequality is readily obtained after a simple rearrangment. We devote the rest of the proof
towards this.

Because P* is reversible, i.c., m} P = w7 PJ;, it can be checked that the matrix A'/2P*A~1/2
is symmetric and so is A/217* T A~1/2. Because there is a similarity transformation between
P* —17* and A2 (P — 17T*T)A71/2, it suffices to analyze the spectrum of the later symmetric

matrix. Let v = [/, ..., /,,] (it has unit length). It can be checked that

1. v TAYV2P*A=1Y/2 = 7T P*A=1/2 = y T, Essentially, v is a eigenvector associated with
eigenvalue 1.

2. AV210x TA=Y/2 = 107,

These two observations and the elementary fact that a Markov chain has leading eigenvalue 1 readily
imply that 1 — ||[P* — 17* " ||5 is exactly the spectral gap of P*. m

A.2 Bounding the spectral gap

Towards bounding the denominator of the eigen-perturbation bound, we will firsrt lower bound the
spectral gap of the idealized Markov chain P*. We first state the following useful comparison lemma
that has been presented as Lemma 2 of [43]] and is originally due to [20].

Lemma A.4. Consider two reversible Markov chains P*,(Q with stationary distribution 7, T,
respectively that are defined on the same graph G(V, E) of m states. That is, P =0and Qi =0if

i,j ¢ E. Define « = min, jcg 7;133] and f = max; :— We have
pr) @
pH Q) — B

where 1*(.) is the spectral gap operator.

Note that the comparison lemma lower bounds the spectral gap of a reversible Markov chain in terms
of another reversible Markov chain. Considera Markov chain whose pairwise transition probabilties

are defined as follows:
Bij . .
Qi =4 fori # j ©)
4 1‘%2@61‘3% fori=j

where d is the same normalization constant as in the idealized Markov chain described in Lemma2.1]

By design, this is a random walk whose stationary distribution is the uniform distribution, m; = %

Lemma A.5. Conditioned on event A,

w(Q) =
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Proof. Let Apmax, 11 (Q) denote the second largest eigenvalue of () and D = diag(1/d). We have:
Q=1-D'diag(B"1)+ D 'B
= Amax 1L (Q) = Amax, 1 (I — D' diag(B"1) + D™'B)
= Amax, 1 (I — [D" ' diag(B"1) — D7'B])

Laplacian
=1 — Aminu (D" diag(B'1) — D7'B)
=1 — Aax, 1L (Q) = Amin,u (D™ diag(B'1) — D™'B)

In these derivation steps, we have made use of the fundamental property of the Laplacian of a
weighted graph: it has an eigenvalue O corresponding to the eigenvector proportional to 1,,,. We now
need to lower bound A, (D! diag(BT1) — D~!B). Conditioned on event A:

1
Ain, (D" diag(BT1) = D™'B) = & A, 1. (BT1 = B)
1 . 2
= —. min U; — Wi ) By
d ulld,fulla=1 ZZJ_( i) Biy
> 1 1an . min Z(u — uj)?
=d 2 ull 1y, ufo=14=" " 7
1 1 1
> pp?- i TmI, — 1,1 Ju=—mnp?.
e R L L m]u = ggmnp

Substituting d = %mnp2 completes the proof. m

Lemma A.6. Conditioned on event A,

. v
P*) >
WP 2 550

where Y= minle[n]yi,je[m] E[Xli(l — le)].

Proof. To prove the above lower bound, we will combine Lemmas[A.4] the definition of the reference
Markov chain @ in Equation (6)) with a lower bound on « and an upper bound on . We have the
following lower bound on a:

" Py
: J
O = 1min
0.5 Tl
* * 1 n
o ™ P o g e A A E[X (1 — X))
= I 5———75 = min T 1 ~=n
b g 2= Ay b o d 21 A
* n * *
_ T Zl:l 1411‘401@[)(“(1 _le)] > . Trrnin’YBij _ TminY
= min 1 n Z min — 1
%, m Zl:l AliAlj 2,7 m Bij m
>
= or

The last inequality follows from #}, > mle~ (stated earlier). On the other hand, we have the

following upper bound on f3:

3 ) wid
= max — = max —————
i i =y wid
1 e~ o
ST Se.
Lom
m

Combining the lower bound above with the upper bound on « obtained earlier, we have
* ’V *
w(P) = - 1(@Q).

The rest of the proof follows from the conclusion of Lemma[A.5] m

18



A.3 Bounding the matrix error term | P — P*||5

v

Lemma A.7. Suppose event A holds. Fix a small constant ¢ < 1. Suppose further that np>

Cgﬁ?gm for a sufficiently large constant Cy (e.g., Cy > 30). Then

1P = P"j2 < 2ey

2 2 2
with probability at least 1 — exp (—%) over the random responses of the users where v =

MiNe ] itjem] B[Xu (1 — Xi5)].

Proof. Fix apairi, j,lety =+ 3" | A AjjE[X;;(1—X;;)] (note that p < 1). Applying Chernoff’s
bound gives us

P AuAyXu(1 - Xi5) — A AE[Xu(1 - X,5)]| > eyBij | A)
=1

n €
= P(Y AuAy Xu(1 = Xyy) — AgARE[Xu(1 - Xiy)]| > % -uBij | A)

=1

2:2/,2. B,

<2exp<—7€/1u & ”)
142

2.2 np’
~ 2exp (le)
IT+2

2 2 2
— exp (_W;Mlnz) .

One can see that so long as np? > 333;27" (and noting that 30Inm > 20Ilnm + 20ln2Vm > 2)
then exp (7725;7@2 +1n 2) = exp <72 : W +1In 2) < exp <7#5”¥ —21In m). Applying

Pjj— Pyl <

union bound over all pairs ¢ # j, we have with probability at least 1 —exp (7%> ,
LyeB;; < % for all pairs ¢ # j. We then have
I1P = P*|l2 < ||diag(P)I — diag(P*)I||2 + [[P — P*Jiz;]2
< max|P;; — Py| + max u;i(Pyj — P)v;
B | u,v:uun:uvnzlz (P = B

i#]
< miaX\Z Pij — P5l + Igg?dpij - Pjl- Z|U¢\|Uj|
J#i i#]

<2m- I?%X‘Hj - Byl

3eymnp? 9

— = 2e7.
< d Y

The conclusion follows from d = %. [ ]

Before moving on to bounding the projected error term, we first note that the eigen-perturbation
bound in Lemma A 3|holds when y* (P*) > || P — P*||o. We solve for € such that

We summarize this condition with the following corollary:

Corollary A.8. Suppose that event A happense and that

L Cpl122¢%x

np* > Tlogm
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for sufficiently large constant Cy (e.g., Co > 30). Then:

~

w(P) =[P = P2 > Ge2r

2 2
with probability at least 1 — exp (—10'_’12%) over the random responses of the users.

Proof. Substituting € = ﬁ into the statement of Lemma gives: so long as np? > ( 3?7 )2 .
12e2K

logm the |P — P*|2 < p*(P*)/2 with probability at least 1 — exp (— 72176”2 (1 )2> n

12e2%

A4 Bounding the projected error term ||7* ' (P — P*)|,

Lemma A.9. Conditioned on event A,

2¢%4/16 - max{m,log np?}
my/np?

with probability at least 1 — min{exp (—12m), W} over the random responses of the users.

lx* " (P = P2 <

Proof. We follow a simlar argument as in the proof of Lemma 8.4 in [13] in turning the normed term
into a linear term. For completeness we reproduce this argument here. We first have

|7* (P = P*)||z = f: (iw;(Pji - P;;))Q

B Z (Zwﬂpﬂ — Pp) 4+ (P = P;;))2

J#i J#i

= i(zw;(gz Py) + (P Pij)>2.

Let B denote the unit norm ball in Rm and V denote a 1/2-net of B. That is, for every u € 5, there
exists v € V such that ||u — v[|2 < &. For any u € B and any corresponding v, we have

Z“l(Z“ - +7T(P-—Pz'j))

i=1 Jj#i

_Zm(Zw — P) + (P >+Z u; — ;) (Zw - +7T(P.—Pij)>
=1 J#i J#i
n 2

<Zvi<ZW;(Pji—P;i)+7Tf(P{;-—Hj)>+;' Z(Zw )+ (P»—Pij)> :
i=1 VE i=1 >~ j#i

Maximizing both sides of the above inequality with respect to u and rearranging the terms gives

Z(Z” - +7T(P'—Pij))2

i=1 > j#i
< 2ma Y SR - P 4515 - P
i=1 i
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In summary, we can upper bound the normed term by a more manageable linear term as follows:

T = P = | 3 (- P;-))g

i=1 Nj=1 )
<2 ; i — Py —Py) ).
ERORIEL R
= JF

We now expand on the linear term:

ml Ui( 75 (Pji — Pj;) + 7 (P} — Py ))

_ é f: v; < ; el é Ay Ay (X5 (1 = Xi3) — E[X5(1 = X0))) ]
_ ;W;ﬂ ZH:A”AU (Xu(1— Xp5) — B[Xpu(1 — le)])])
i ( > vy A Ay (X5 (1 = Xa) = E[X5(1 = X30)]])

ézz ( vy A Ay (X (1= Xy5) — B[X5(1 = X45)]])
J#i

éi Em: ( )5 A A [(X05(1 = Xi) = E[X;(1 - X”)]]> ~

I=1 i=1 j#i

<.

We will use the method of bounded difference to obtain a concentration inequality on the above sum.
Note that this sum is essentially a function f of n x m independent Bernoulli random variables { X}, }.
Let X and X' be identical copies except for X;; # X,.

FX) = £ = 313 Audug (o — o) [Xis ] — ) = 73] ®)
j#i

Ignore the normalization factor d for now. Using Cauchy-Schwarz, we can upper bound the absolute
difference term as

ZAliAlj(Ui — ;) [Xuj(mf —75) — 7]
J#i

<max{r},m;}< et

S% \/7 ZAlZAl] ZAl’LAl7 ) .

J#i J#i
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At this point we can invoke concentration inequality based on bounded difference (e.g., Hoeffding’s
inequality). Fixing a v € V), we have

(30 30— o) A X0, - Xi) ~ B (1= X)) > 1].4)

=1 i=1 j#i

<) ( 22 >
< 2exp
Zl 121 1 m Zﬁéz A“Al]( j)2

2t2
= 2€Xp T ek 2
“m Laitj Bij(vi — vj)
3np?

[Conditi s Bij < =]
2t2
< 2exp — o 5
m i#£j 2np ( - Uj)

2t2
el N e

) 4¢2
=2xp|—o—5 .
p 3e2rnp?

Note that our f-net has cardinality ( + 1)™ = 5™ (cf. Corollary 4.2.13 [52]) and we are interested

in the probability that large deviation doesn’t happen for all v € V. Applying union bound over all
v € V, we have

(ZZZ 7T AllAlj [(le(]. — Xlz) — E[Xl](]. — Xlz)]] >t Yve V|.A)

=1 1i=1 j#i
m 442
=20 e (gnp>
< i + 4
exp| —=——= +4m ) .
- p 3e2mnp2
Set
. | 3np?
t=e 5 V4m + 12 max{m, log np?}.
Then exp ( 362%1)2 + 4m) < min{exp (—12m), W} Consequently,
2¢% /2% . /16 - max{m, logan} 2% Jrm? - /12 1 2
. . D max{m,log np
7T (P=P7) < — Vit 12 max| i

d d

with probability at least 1 — min{exp (—12m), 12} Note that the factor of 2 comes from

> (np?)
Equation . Substituting d = 3’”% into the bound above finishes the proof. m

A.5 Putting it all together

The results of previous sections provide bounds on the numerator and denominator of the eigenper-
turbation bound in Lemma[A.3] We can now combine all of them towards obtaining a bound on

|8 — B*||2- As an intermediate, we first obtain the following bound on |7 — 7*||2:
Theorem A.10. Constder the random sampling scheme described in Section 31| Suppose that
np? > maX{C2 12* e “logm, C4 log m} for sufficiently large constants (e.g., Co > 30, C; > 101).

Then

48/\[63””” v/max{m, log np?}

my/np?

[ P
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with probability at least 1 — min{exp (—12m) , W} — exp <_1()7122+i4~) — exp (—"2—’62).

Proof. We first assume that .4 holds. The probability bound in the theorem statement can be obtained
following a simple union bound argument.

From the conclusions of Lemma[A.9] we have

2e"4/16 - 1 2 1
p( [T (P Po)fy > 2V A0 maxdm logmp} |\ o (C12m),
2\12
m+/np? (np?)

From the conclusion of Corollary we have

2,2
. . v ¥np

P P)—||P-P < —_ | .

<M( )= Iz < 6e2r |A> _exp< 10-122-64”>

Applying Lemma[A.3} Conditioned on A and applying union bound over the two rare events above,

the following holds with probability at least 1 — min{exp (~12m) , ¢k} — exp (— oy ¥ore )-

|7* " (P* — P)]|2 < 48/+/3e3" ' v/max{m,lognp?}
p(P*) =[P — P[]z — v m+/np? ’
Let the above good event be 5.
P(B°) = P(B°, A) + P(B¢, A°)
<P(B°|A)-P(A) +P(A%)
<P(B°|A) +P(A%)

, 1 v2np? np?
Smm{exp(_nm)’mp%””e"p(‘w texp (=5 )

lm =72 <

This completes the proof. m

With these results, we are finally ready to prove the main theorem providing error bounds on the
parameters returned by our spectral algorithm.

Theorem 3.1} Consider the random sampling scheme described in Section [3.1] Suppose that
np? > max{Cy 12i§4ﬁ logm, C1logm} for sufficiently large constants (e.g., Co > 30, C1 > 101).
Then the output of the spectral algorithm (Algorithm|l)) satisfies

96/V/3 - e \/max{m,lognp?}
Y np?

18 —=B"|2 <

with probability at least 1 — min{exp (—12m) , W} — exp (—%) — exp (—%).

Proof. Suppose for now that there is a factor L such that |logz — loga’| < L|z — 2’| for all

* *
Wnin w

xz, oz’ € [Zj T Zjﬂdwxj |. One can see that the output of the spectral algorithm is essentially

m

1
, =logm; — — » 1 .
B =logmi = . 3 logm

And (* is related to 7* via the same transformation:

1 m
B =logm — %kz_:llong.
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The goal is to relate || — 8*||2 to ||m — 7*|2.

m m

1 1
*(12 _ L R¥*\2 _ o _ * *\2
188713 =>_(8: — ) = Y _(logm; fm§kjlogm logm+m§kjlogm

=1

=1

" 1

=N (logm; — 7+ = Jlogn; —1 2
.§=1(og7r m+m§[0g7rk og T])

4 k
o 1
< QZ ((logm — )%+ (E Z[log T — logwk])2>
i=1 k
G 1
= 22(10gm -7 +2m- W(Z[log . — log mk])?)
i=1 k
m 2 m
<2L Z|ﬂ'7 — TP+ = m- Z(logﬂ-z — log 7y, )?
m
i=1 k=1

m

<2L|m —w*||3 + 20 |my, — mil?
k=1

=4L|r — 7r*||g .

Taking the square root of both sides of the inequality gives

18 —=8%l2 < 2Lflm — 7|2

Observe that wy ;. /> W < mleﬁ . One can thus easily see that the log function within the dynamic
range has gradient absolutely bounded by me”. Therefore L < me”. Substituting this upper
bound on L into the inequality obtained above and combining with the conclusion of Theorem

completes the proof. m

Corollary 3.2} Consider the setting of Theorem[3.1| and for a fixed m with p = 1, the spectral

algorithm is a consistent estimator of 5*. That is, its output § satisfies lim, .o P(||8 — 8*|l2 < €) =
1,Ve>0.

Proof. It is easy to see from the conclusion of Theorem [3.1]that as n — oo, for a fixed m and p = 1
(or any constant p for that matter), ||3 — 3*||2 — 0 and

1

. ")/277, n
1 fmln{exp (712m),W} — exp 7m — exp (7%> — 1.

We now prove the error bounds when m is allowed to grow. The proof of Theorem [3.3]is almost
identical to that of Theorem The key difference is that under condition A+ (which happens with
probability at least 1 — n =9 given that mp > C" log n for a sufficiently large constant C’), one can
obtain a stronger bound on the projected error term ||7* " (P — P*)||5. The difference in the projected
term is summarized by the lemma below.

Lemma A.11. Conditioned on event AT,

8
Ir* " (P = P*)|l2 < e/ ——
mnp

with probability at least 1 — exp (—12m) over the random responses of the users.

Proof. The proof here is almost identical to that of Lemma[A.9] The key difference is that under
conditioned A" we could obtain better bound also using the bounded difference method. Namely,
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one can invoke Cauchy-Schwarz on the absolute difference term in Equation (8)) as follows:

> Ay (v = vg) [Xij (] = 75) = ]

J#i . ©
<max{n},m;}<<-
e” e“
< . A (v — - _
= ZA“AZJ( UJ m Z l]AlZAl]( U])
J#i J#i
et
S J—

ZAU . ZAliAlj(Ui —’Uj)2 = \/3 ZAllAl] ) .
J J#i J#i

<3mp
Continuting the same procedures as in the proof of Lemma[A.9| gives

(ZZZ 7'(' A“Alj [(le(l — Xh) E[le(l — Xli)]] >t Yve Vl.A)

=1 i=1 j#i

<2.5™.

22 )
Zl 121 1 “m Z]#ZAIZAZJ( j)z

exp (
2t2
= 2 . 5m . exp ( 36251) )
J( Uj)z
2

2175] K
8t2

<2.5m. R —

< exp ( 9e2rp - np3>

< ot +4

exp| —=———= +4m| .

— p 9€2Knp3

Set
Onpd
t=e" gp - V/16m.

Then exp ( geghnps + 4m> < exp (—12m). Consequently,

/18 3
=T (P — P*)|l, < X

d

with probability at least 1 — exp (—12m). Substituting d = % into the bound above finishes the
proof. m

With the numerator the eigenperturbation bound in Lemma[A-3|updated, we now have the proof for
Theorem 3.3

Theorem |3 Consider the random sampling scheme described in Section|3.1| E Suppose that np® >
max{Cs 12 <" Jogm, C; log m} and mp > C" logm for sufficiently large constants Cy,Cs, C"
(e.g., Cy > 30, C1,C"” > 101). Then the output of the spectral algorithm (Algortthml) 1) satisfies

" 96 /+/2e4* m
18 - Bt < BT VT

Y V1P
with probability at least 1 — exp (—12m) — exp (—%) —n9

Proof. Applying Lemma[A3|and Corollary [A8] gives

. 48 /+/2¢e3 1

=t < B
v mnp

Following the same proof as that of Theorem [3.1] with minor changes to the constant factor completes
the proof. m
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B Proofs of Lower Bounds

Theorem 3.4, Consider the sampling model described in in Section[3.1} Let T be any unbiased
estimator for the item parameters. Then the mean squared error of such estimator is lower bounded
as

. " 4m
E|f-pBl3> —.
np

Proof. Suppose that we know exactly the user parameter 0*. It is known that the presence of unknown
nuisance parameters does not make the estimation problem easier (cf. [34, pp. 127-128]). On the
other hand, once the user parameters are exactly known, the 5* estimation problems reduces to
m estimation problems over each parameter 8} for i € [m]. The Fisher information for a single
parameter I(3}) is

- (2

B 2": 9? log 1 N 1 2 1
= P\l (9* B 0B T4+e G5 ) T T4 G0 92 B\ 14 e B0

e— (07 =87)
Zp[ 1+ e (07 =F))2 }

n
<P
4

—(0-BF
(14 —(9 B *))2
argument for every item parameter ¢ € [m] and applying the Cramer-Rao lower bound for multivariate
parameter finishes the proof. m

The last inequality comes from the observation that g V60 € R. Repeating the same

Theorem 3.5} Fix m = 2 and consider the sampling model described in in Section[3.1} Let T be any
unbiased estimator for the user parameters that only uses pairwise differential measurements. Then
the mean squared error of such estimator is lower bounded as

E|IT(X) - 8132 —,

where T'(X) is the output of the estimator T when given data X.

Proof. Since there are only two parameters 37 and 85 and 3 + 85 = 0, the problem reduces to
estimating a single parameter 0* where 87 = 0%, 85 = —d*. To establish the result in the theorem
statement, we first need to introduce a modified likelihood function that adapts to the setting where
we consider the class of algorithms that uses pairwise differential measurements.

Note that for m = 2, an observation z € {(1,0), (0, 1), (1, %), (0, %), (x, 1), (*,0), (*, %) }. To prove
the lower bound, we need to define an alternative observation model (and with it an alternative

likelihood) appopriate to the class of estimators that only use pairwise differential measurements.

Define the pseudo-observation =’ (in terms of x) as
(1,0) ifx=(1,0)
1

1
' =4(0,1) ifx=(0,1) |,
(*,%) otherwise
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‘We can show the Fisher information under the modified likelihood.

1(6*) = -E

2

>

l

n

1

{aélogi(X’,é*)}
{ : 0 , 92

Pl = (1,0)) 5 108 P(sf = (1,0)) + Blaf = (0.1)- 5 log e} = (0.1)
:1

(

) 1 & 1 1
-p ; 070 14 e () 952 08 Lte i) 14010
1 02 1 1
5o 5y Az 108 0F 5+ 5o
1—|—e —07) 1—|—e( —(=0%)) 06 1+ e% l1+e i
p2 Z 1 (- efi +0" B e— (07 =67) )
—~[1+e (9 =) 14 e (0 (1+e%+07)2 (14 e (07 =07))2
1 1 o— (67 +5%) (07—
T e T 1qe G = (1+e @+2 (14 6(9;_6*))2)}

1 1 o0 +8” (07 —6")
ZPQZ |:1 — (0 —6*) ) 1 5 407 ( 1 0% +6*\2 + —(07—57) 2)
o L e™ +e T (1 efT)2 (L em 0 70)
1 e— (67 +5) e07—367)
+ (5 —0r : —(p* * ( —(p* * + *_ Sx )
14 e )14 e (07 407) (1+e (9l+5))2 (1+6(9l a))g
< np*.

This finishes the proof. m
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C Proofs of Results in Section 4]

Theorem Consider the modified Markov chain P constructed per Equation (E]) and the original
Markov chain P constructed per Equation . Suppose that P and P admit unique stationary
distributions 7 and T, respectively. Then

_ mid;
Ty = m
D ket Trdr

where d; are the normalization factors in the construction of the modified Markov chain P.

Vi,

Proof. As 7 is the unique stationary distribution of the modified Markov chain P, it must satisfy the

fixed point equation:

Zﬁkpki = Zﬁ'ipik Vi € [m] .

k#i ki
Intuitively, this means the total *inflow’ into a state ¢ is equal to the total *outflow’ out of state ¢. By
construction, this is equivalent to

Y, Yii
ﬁkdi = Z@% Vie[m] (x).
et ko i

Similarly, we have for the original Markov chain P,

Zﬂ'kyki = Zﬂ'iYik Vi € [m] .

k#i ki
Note that in the original Markov chain, because we use a global normalization constant d, it does
not appear in the fixed point equation. One can easily see that setting 7; = <= ’d;k 1, preserves the
k=1 d

fixed point equation in (). Assuming that both Markov Chains admit unique stationary distributions,
there is thus a 1-1 relation between 7 and 7 as stated in the theorem. This finishes the proof. m
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D Additional Experiments

D.1 Other Pairwise Methods in the Literature

In this section we describe three methods that are related to our algorithm. As noted before, previous
matrix methods in the literature construct an item-item matrix and assumes that such matrix is dense.
It is unclear how one would generalize these methods to the case where the item-item matrix is sparse,
which is quite commonly observed in real life datasets. A common quantity that the previous matrix
methods use is
fij = Prem) (X =1, X35 =0 Xy + Xy = 1)

Intuitively, f;; is the empirical probability at which a user responds 1 to item ¢ and 0 to item j,
conditioned on the event that the user responds to exactly only one of the two items. Suppose that we
have collected f;; for all i # j, consider a matrix D defined entrywise as

Dij = & .
fij
This is also known as the positive reciprocal matrix.

The Row Sum Approach of Choppin [17]: Given the matrix D, construct a matrix In D by taking
the log of every entry of D. The row sums of this In D matrix is (after appropriate normalization)
produce an estimate 3. To see why, it is helpful to first check that in the limit of infinite data and
suppose that we observe all pairs ¢, j then f;; is exact and

s ePi
] 65; I 6’8; .
Then e
é i
and

lnDij = 5: —BJ*
It is easy to see that the row sums correspond exactly to 3*.

The Eigenvector Method of Garner [23] and Saaty [48]: Given the matrix D, right the leading
eigen-vector. Modulo an appropriate scaling factor, the leading left eigen-vector is an estimate for e”.
Taking the log of this eigenvector recovers . To see why, verify that

eft Pt

eB:;L e/B:L

Pairwise Maximum Likelihood Estimate (PMLE): Another pairwise approach used in the lit-
erature is the Pairwise Maximumum Likelihood Estimate (PMLE) [57]]. Similar to the intuition
behind the pairwise methods mentioned above, PMLE uses the fact that the conditional probability
Prepn) (X = 1, X35 = 0| Xy; + Xi; = 1) does not involve the user parameter. PMLE maximizes
the pairwise conditional likelihood. We are not able to find any open source python implementation
of PMLE so we use the majorization-minorization (MM) algorithm for estimation [29] and adapt our
implementation from an open source implementation [40]. We also implement a different version
of PMLE using Scipy’s optimization subroutine [53|]. However, the later version has very signifi-
cant numerical issues and gives inaccurate results. We therefore use the MM-based version in our
experiments.

For completeness, we conduct extra experiments comparing between our spectral method and the
two previously studied matrix methods on synthetic data with m = 100 under full observation data.
The result is presented in Figure 2]

Extra Experiment Results with Pairwise MLE: For completeness, we also conduct extra experi-
ments comparing between the spectral method and PMLE. The result (together with previous results
reported in the main paper) is summarized in Table
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Figure 2: Comparison between our spectral method and two matrix methods in the literature. The performance
are quite similar. However, our methods can be easily generalizable to the setting where the pairwise comparison
matrix contains missing entries whereas the spectral methods in the literature assumes a full comparison matrix.

AUC Log likelihood Top-K accuracy Inference time
Dataset Spectral | MMLE | CMLE | PMLE | JMLE | Spectral | MMLE | CMLE | PMLE | JMLE Spectral MMLE CMLE PMLE JMLE Spectral | MMLE | CMLE | PMLE | JMLE
LSAT 0.707 | 0.707 | 0.707 | 0.707 | 0.707 | —0.487 | —0.489 | —0.487 | —0.487 | —0.485 N/A N/A N/A N/A N/A 0028 | 0.159 | 0.154 | 0.011 | 0.075
uct 0565 | 0.565 | 0.565 | 0.565 | 0.565 | —0.687 | —0.686 | —0.692 | —0.687 | —0.706 N/A N/A N/A N/A N/A 0015 | 0.133 | 0.136 | 0015 | 0.034
3 GRADES 0532 | 0532 | 0.532 | 0532 | 0.532 | —0.706 | —0.692 | —0.699 | —0.704 | —0.717 N/A N/A N/A N/A N/A 0021 | 0181 | 0.105 | 0.011 | 0.009
RIND 0723 | 0724 | N/A | 0724 | 0.724 | —0.486 | —0.49 | N/A | —0.486 | —0.486 N/A N/A N/A N/A N/A 131 104 | NA | 163K | 61.2
HETREC 0.728 0.729 0.506 | 0.727 0.73 —0.604 | —0.603 | —1.119 | —0.603 | —0.602 | 0.5 / 0.64 /0.6 0.0 /0.0 /0.02 0.0 /0.0/0.0 [0.5/0.64 /058 | 0.0/0.0/0.02 50.1 140 224K | 4.25K 144
ML-100K 0.662 | 0.659 | 0.498 | 0.662 | 0.665 | —0.646 | —0.66 | —1.159 | —0.645 | —0.653 | 0.4 /0.6 /0.54 | 0.0/0.0/0.0 | 0.0/0.0/00 | 0.4/0.6/05 | 00/00/00 | 1.39 | 162 |9.56K | 368 | 21
ML-IM 0.698 | 0.701 | 0468 | 0.699 | 0.7 | —0.626 | ~0.632 | —1.166 | —0.627 | —0.63 | 0.8 /0.72 /0.72 | 0.6 /0.6 /0.62 | 0.0 /0.0 /0.0 | 0.4/0.6/0.6 |0.5/064/0.66| 192 | 869 | 156K | 1.38K | 194
EACHMOVIE | 0716 | 0.718 | 0.522 | 0.715 | 0.716 | —0.615 | —0.613 | —0.946 | —0.616 | —0.614 | 0.8 / 0.76 / 0.82 | 0.8 / 0.68 / 0.84 | 0.0 /0.0 /0.02 | 0.7 /0.72 / 0.78 | 0.6 /0.6 /0.72 | 11.3 | 320 | 220K | 446 | 19K
ML-10M 0.714 | 0716 | N/A | 0.714 | 0.716 | —0.617 | —0.619 | N/A | —0.62 | —0.618 | 0.5 /0.84 /0.7 0.1 /0.28 / 0.32 N/A 05/0.72/0.72[0.0/0.32/036| 821 | 393K | NA | 9.53K | 6.55K
ML-20M 709 | 071 | NJA | 0709 | 071 | —0.619 | —0.619 | NA | —0.621 | —0.619 | 0.5 /0.8 /0.64 | 0.3 /044 J0.4 N/A 040605 | 01/04/04 | 158K | 536K | N/A | 128K | 442K
BX 0546 | 0577 | 0.503 | 0546 | 0.57 | —0.618 | —0.612 | —0.8 | —0.627 | —0.617 | 0.3 /0.16 /0.16 | 0.3/0.24 /0.2 | 0.0 /0.0 /0.02| 0.3 /028 /0.3 | 0.3 /0.2 /018 | 205 | 2.02K | 156K | 338 | 481
BOOK-GENOME 0.658 0.665 N/A 0.657 | 0.654 | —0.651 | —0.645 N/A —0.649 | —0.651 | 0.6 / 0.44 / 0.42 | 0.3 / 0.32 J 0.34 N/A 0.3 /044 /0.36 | 0.2 /0.24 / 0.38 | 2.53K 2.56K N/A 7.8K | 4.34K

Table 2: Results from Tablewith PMLE. PMLE is quite competitive when applied small datasets. However,
similarly to CMLE, it tends to converge quite slowly when applied to large datasets. Overall, both PMLE and
the spectral method are quite competitive but the spectral method is significantly faster.

Extra experiments with a Bayesian method. All of the estimation algorithms considered so far are
point estimation algorithm (i.e., return a single parameter estimate). In certain applications, one may
prefer a Bayesian estimation algorithm that returns a distribution over the estimate. Recently, Bayesian
algorithms based on variational inference has received considerable attention in the IRT literature.
We conduct extra experiments using the algorithm proposed in [42] of which implementation can be
found in [32]47]. TableE] summarizes the results on a restricted subset of experiments. One can see
that the Bayesian algorithm is somewhat more accurate than the spectral algorithm. However, it is
considerably more complicated and as a result runs much slower than the spectral algorithm.

D.2 Datasets Metadata and Experiment Setup

Table @] summarizes the metadata for all the real-life datasets used in our experiments.

Experiment Setup: For each experiment on real-life datasets, we first partition the data randomly
dividing the set of users into 80% of users for training and 20% of users for testing. Within the
set of training users, we further partition into 90% for inference and 10% for validation. For the
prior distribution over the user parameters, we experimented with 10 prior distributions, all normal
distributions but with different means and standard deviations. For each method, we run inference on
the inference set to obtain an item estimate /3. For ranking metrics evaluation, we compute top-K
accuracy with respect to the reference ranking predetermined by average ratings (after removing
items with very high average ratings but receive very few ratings). For AUC and log-likelihood
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Dataset AUC (Bayesian) AUC (Spectral)
LSAT 0.706 0.707
3 Grades 0.5322 0.532
UCI 0.565 0.565
ML-100K 0.695 0.662
LogLik (Bayesian) | Loglik (Spectral)
LSAT -0.487 -0.487
3 Grades -0.681 -0.687
UCI -0.693 -0.706
ML-100K -0.646 -0.646
Top-K (Bayesian) | Top-K (Spectral)
ML-100K 0; 0; 0.04; 0.4; 0.6; 0.54
Time (Bayesian) Time (Spectral)
LSAT 63 0.028
3 Grades 27 0.015
UCI 26 0.021
ML-100K 6700 2

Table 3: While the Bayesian algorithm is somewhat more accurate than the spectral algorithm, it is considerably
slower. In fact, it is significantly slower than CMLE, the slowest method considered in our main experiments.

metrics, we choose the prior distribution over 6 by evaluating the log-likelihood on the validation
set. The prior distribution corresponding to the high validation log-likelihood is used to evaluate
log-likelihood on the test set.
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Dataset m m Reference

LSAT 5 1000 [41]
UCI 4 131 130]

3 GRADES 3 648 (18]
RIIID 6311 | 22906 (1]
HETREC 10197 | 2113 (L1
ML-100K 1682 | 943 28]
ML-1M 3952 | 6040 28]

EACH MOVIE 1628 | 72916 [28]

ML-10M 10681 | 71567 [28]
ML-20M 27278 | 138493 [28]
BX 6185 | 278858 [56]

BOOK-GENOME | 9374 | 350332 [31]]

Table 4: Datasets metadata and references.

Python implementation. For readers reading this paper online, we also include here the python
implementation of our spectral algorithm.

import numpy as np
from scipy.sparse import csc_matrix

INVALID_RESPONSE = —99999

def construct_markov_chain_accelerated (X, lambd=0.1):
m, _ = X.shape
D = np.ma.masked_equal (X, INVALID_RESPONSE, copy=False)

D_compl = 1. — D

M = np.ma.dot(D, D_compl.T) # This computes Mij = sum_I Alj Ali Xli (I1—XIj)
np. fill_diagonal (M, 0)

M = np.round (M)

# Add regularization
M = np.where(np.logical_or((M != 0), (M.T != 0)), M+lambd, M)

d=1]
# Construct a row stochastic matrix
for i in range(m):
di = max(np.sumM[i, :]), 1)
d.append(di)
M[i, :] /= max(d[i], 1)
M[i, i] = 1. — np.sumM[i, :])

d = np.array(d)
return M, d

def spectral_estimate (X, max_iters=10000, lambd=1, eps=le—6):
"""Estimate the hidden parameters according to the Rasch model, either for the tests’ difficulties
or the students’ abilities. We follow the convention in Girth https ://eribean.github.io/girth/docs/quickstart/quickstart/
the response matrix X has shape (m, n) where m is the number of items and n is the number of users.
The algorithm returns the item estimates.

X: np.array of size (m, n) where missing entries have value INVALID_RESPONSE

max_iters: int, maximum number of iterations to compute the stationary distribution of the Markov chain
lambd: float, regularization parameter

eps: tolerance for convergence checking
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M, d = construct_markov_chain_accelerated (X,

M = csc_matrix (M)

m = len(A)
pi = np.ones((m,)).T
for _ in range(max_iters):
pi_next = (pi @ M)
pi_next /= np.sum(pi_next)
if np.linalg .norm(pi_next — pi) < eps:
pi = pi_next
break
pi = pi_next

pi = pi.T/d

beta = np.log(pi)

beta = beta — np.mean(beta)
return beta

lambd=lambd)
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