
Supplemental Material:
Panoptic 3D Scene Reconstruction

From a Single RGB Image

Manuel Dahnert Ji Hou Matthias Nießner Angela Dai

Technical University of Munich

A Additional Quantitative Results

In Table 1, we provide additional ablations on the effect of 3D refinement and completion as well as
the 2d features. “Ours w/o 3D” evaluates the performance of the backprojected depth with the 2D
instances. “Ours w/o 2D feat.” is trained without additional 2D features.

Additionally, in Tables 2, 3, and 4, we show the per-class results of PRQ, SRQ and RRQ on synthetic
3D-Front (3) data. The per-class results for the ablations with ground truth depth information are
in Tables 5, 6, 7. This ablation also includes results with Sketch-Aware SSC (2). We also show the
per-class results for PRQ, SRQ, and RRQ on real-world Matterport3D data in Tables 8, 9, and 10.

Table 1: Additional quantitative evaluations of Panoptic Reconstruction Quality on 3D-Front (3).
PRQ RSQ RRQ PRQ RSQ RRQ PRQ RSQ RRQ

Things Stuff
SSCNet (6) + IC 11.50 32.90 33.00 8.03 32.07 24.69 26.95 36.75 70.25
Mesh R-CNN (4) - - - 20.90 38.00 53.20 - - -
Total3D (5) 15.08 36.63 40.15 13.77 34.88 38.89 20.94 44.49 45.85
Ours w/o 3D - - - 8.94 32.58 27.19 - - -
Ours w/o IP 20.65 53.87 29.62 8.48 48.30 15.07 75.40 78.95 95.10
Ours w/o 2D feat. 45.34 55.86 72.64 39.34 50.82 68.43 72.30 78.55 91.55
Ours w/o hier. 44.05 55.31 70.54 37.34 50.12 65.33 74.20 78.65 93.95
Ours 46.77 57.35 73.13 40.52 52.52 68.43 74.90 79.10 94.25

Table 2: Per-class results of Panoptic Reconstruction Quality (PRQ) on 3D-Front (3).
Cabinet Bed Chair Sofa Table Desk Dresser Lamp Other Wall Floor

SSCNet + IC 7.80 16.60 7.90 13.30 12.10 5.50 0.50 0.70 7.90 15.20 38.70
Mesh R-CNN 29.70 13.30 24.10 24.40 28.50 23.50 14.40 1.40 28.70 - -
Total3D 17.25 4.56 18.76 14.07 19.40 16.79 7.04 8.13 17.97 8.27 33.61
Ours w/o 3D 9.70 2.00 11.10 2.40 13.20 2.10 10.40 13.70 15.90 - -
Ours w/o IP 8.50 25.00 9.30 2.40 11.70 4.20 3.00 0.00 12.20 64.90 85.90
Ours w/o hier. 42.70 58.70 32.00 56.40 36.30 17.00 44.50 0.00 48.50 64.10 84.30
Ours 47.40 58.90 36.60 53.50 35.60 31.70 47.90 0.00 53.10 63.40 86.40

B Architecture

We provide detailed versions of the network architecture: Figure 1 shows the 2D feature extraction,
depth estimation and mask predictions, as well as the 2D-3D backprojection. Figure 2 shows the
sparse, generative 3D U-Net. Each sparse and dense block consists of a 3D ResNet block.
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Table 3: Per-class results of Segmentation Reconstruction Quality (SRQ) on 3D-Front (3).
Cabinet Bed Chair Sofa Table Desk Dresser Lamp Other Wall Floor

SSCNet + IC 30.90 31.40 31.90 31.00 34.30 36.70 0.00 0.00 33.40 30.80 41.90
Mesh R-CNN 44.60 30.40 40.90 34.90 42.50 35.20 32.90 30.60 49.40 - -
Total3D 36.35 29.88 36.93 33.24 35.66 34.15 31.86 37.44 38.43 42.42 46.55
Ours w/o 3D 29.80 27.60 28.40 37.50 32.80 29.80 31.60 41.10 34.60 - -
Ours w/o IP 54.40 62.40 47.40 42.00 56.20 44.60 66.80 0.00 60.90 70.80 87.10
Ours w/o hier. 61.40 58.70 47.90 59.80 55.50 49.60 55.20 0.00 63.00 70.60 86.70
Ours 66.70 58.90 51.50 59.60 58.50 56.10 56.90 0.00 64.50 70.70 87.50

Table 4: Per-class results of Recognition Reconstruction Quality (RRQ) on 3D-Front (3).
Cabinet Bed Chair Sofa Table Desk Dresser Lamp Other Wall Floor

SSCNet + IC 23.50 45.80 23.50 57.60 34.20 21.10 0.00 0.00 22.40 46.00 92.70
Mesh R-CNN 66.70 43.70 58.80 69.80 67.10 66.70 43.80 4.70 58.00 - -
Total3D 47.46 15.25 50.81 42.33 54.41 49.15 22.10 21.70 46.76 19.49 72.20
Ours w/o 3D 32.50 7.30 39.00 6.50 40.20 7.10 32.90 33.30 45.90 - -
Ours w/o IP 15.60 40.00 19.60 5.70 20.80 9.50 4.40 0.00 20.00 91.60 98.60
Ours w/o hier. 69.60 100.00 66.90 94.30 65.40 34.30 80.60 0.00 76.90 90.70 97.20
Ours 71.10 100.00 71.10 89.80 60.80 56.50 84.20 0.00 82.40 89.70 98.80

Figure 1: First part of the network architecture.

Figure 2: Second part of the network architecture.
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Table 5: Per-class results of Panoptic Reconstruction Quality (PRQ) on 3D-Front (3) with ground
truth depth information.

Cabinet Bed Chair Sofa Table Desk Dresser Lamp Other Wall Floor
SSCNet + IC w/ GT depth 9.10 21.50 14.90 16.20 15.00 9.20 2.40 10.60 12.30 24.80 38.70
Sketch + IC w/ GT depth 21.80 38.20 18.20 32.70 27.10 30.90 25.30 22.40 18.50 29.20 22.00
Mesh R-CNN w/ GT z 38.70 27.00 45.20 29.00 38.90 30.40 20.50 44.40 47.70 - -
Ours 42.60 58.50 40.50 54.50 36.10 34.10 54.10 0.00 54.60 75.10 78.80

Table 6: Per-class results of Segmentation Reconstruction Quality (SRQ) on 3D-Front (3) with ground
truth depth information.

Cabinet Bed Chair Sofa Table Desk Dresser Lamp Other Wall Floor
SSCNet + IC w/ GT depth 32.20 33.60 33.30 32.00 36.90 31.40 29.00 34.00 34.10 31.50 42.90
Sketch + IC w/ GT depth 35.10 39.40 38.30 37.10 36.50 42.10 36.70 36.80 32.70 33.00 30.00
Mesh R-CNN w/ GT z 48.90 33.60 50.40 38.00 46.90 40.30 35.60 54.40 56.50 - -
Ours 62.30 58.50 54.50 59.40 51.90 52.20 60.70 0.00 62.70 75.50 81.20

C Data

We use the synthetic data of 3D-Front (3) and real-world 3D scans of Matterport3D (1) for training
and evaluation of the panoptic 3D scene reconstruction task. Both datasets are licensed under non-
commercial use12. Collection of the data was obtained by Alibaba and Matterport, respectively, from
the designers and owners, and the data anonymized without any offensive content.

1https://tianchi.aliyun.com/specials/promotion/alibaba-3d-scene-dataset
2http://kaldir.vc.in.tum.de/matterport/MP_TOS.pdf
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Table 7: Per-class results of Recognition Reconstruction Quality (RRQ) on 3D-Front (3) with ground
truth depth information.

Cabinet Bed Chair Sofa Table Desk Dresser Lamp Other Wall Floor
SSCNet + IC w/ GT depth 28.20 63.90 44.60 50.60 40.60 29.20 8.10 31.20 36.20 78.80 90.30
Sketch + IC w/ GT depth 62.10 97.00 47.40 88.00 76.80 73.30 69.00 60.70 56.60 88.50 73.50
Mesh R-CNN w/ GT z 79.10 80.20 89.80 76.40 82.80 75.30 57.50 81.50 84.40 - -
Ours 68.30 100.00 74.30 91.80 69.50 65.30 89.20 0.00 87.10 99.40 97.00

Table 8: Per-class results of Panoptic Reconstruction Quality (PRQ) on Matterport3d (1).
Cabinet Bed Chair Sofa Table Desk Dresser Lamp Other Wall Floor Ceiling

SSCNet + IC 0.07 0.11 0.61 0.07 0.53 0.00 0.00 0.00 0.19 0.34 3.96 0.00
Mesh R-CNN 3.10 10.00 14.80 12.00 7.90 0.00 0.00 2.80 6.00 - - -
Ours 12.33 10.24 9.75 14.40 8.07 0.00 0.00 0.00 2.26 10.92 16.54 4.88
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Table 9: Per-class results of Segmentation Reconstruction Quality (SRQ) on Matterport3d (1).
Cabinet Bed Chair Sofa Table Desk Dresser Lamp Other Wall Floor Ceiling

SSCNet + IC 35.10 27.50 33.70 35.40 35.30 0.00 0.00 0.00 31.90 28.60 32.70 0.00
Mesh R-CNN 37.10 39.10 43.80 38.20 39.40 0.00 0.00 41.00 41.50 - - -
Ours 40.30 35.20 42.20 38.60 47.20 0.00 0.00 0.00 31.00 37.40 42.40 40.30
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Table 10: Per-class results of Recognition Reconstruction Quality (RRQ) on Matterport3d (1).
Cabinet Bed Chair Sofa Table Desk Dresser Lamp Other Wall Floor Ceiling

SSCNet + IC 0.20 0.40 1.80 0.20 1.50 0.00 0.00 0.00 0.60 1.20 12.10 0.00
Mesh R-CNN 8.30 25.60 33.90 31.40 20.10 0.00 0.00 6.70 14.40 - - -
Ours 30.60 29.10 23.10 37.30 17.10 0.00 0.00 0.00 7.30 29.20 39.00 12.10
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