
In experiments performed on OpenAI’s GPT-2 model, we leverage 
NPIs to elicit specific phrases (such as ‘cat’ or the names of 
politicians) and styles (short vs longer words) in GPT-2 output text, 
with wide ranging implications for bias mitigation.

We introduce the Neural Programming Interface (NPI):
● Domain-agnostic neural network framework 
● Capable of controlling large pretrained models 
● No fine-tuning or specialized data in original domain 
● Performance exceeds/matches state-of-the-art methods
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Data Collection - Producing the Data Set Q:
● Hidden layer activations (Sj) from the pretrained network 

(P) are collected during forward passes
● Labels (Lj) procured by observed characteristics of output 

associated with hidden activations
Training - Using Q to Train NPI (X) and Adversaries (Y & Z):

● NPI perturbs P (via Dj) such that desired behavior (as 
classified by Y) is produced while still resembling original 
pretrained activations (as classified by Z)

Human evaluators rated NPI-guided outputs on par with unmodified 
GPT-2 outputs when using deterministic filtering. NPIs also attain 
fluency ratings that either match or exceed those of outputs created 
via the Plug and Play Language Model (PPLM).

In contrast to fine-tuning, the NPI approach
● Retains the breadth and versatility of the original model
● Allows the possibility to control for multiple factors either 

in sequence or simultaneously
● Can induce behavior in the original model contrary to 

patterns baked into original training data 
We believe that future avenues for this research include 
investigations of the use for NPI models in network interpretability, 
regulation, and bias mitigation.

A much needed use case for NPIs is offensive language filtering. We 
found that NPIs can induce behavior in the language model contrary 
to patterns baked into linguistic training data (such as inducing a 
polite response in an offensive context).

Key Take-Away:
The ability to control 
pretrained models to 
produce non-statistically 
likely output can be 
hugely beneficial


