
A Proof of Theorem 4

A.1 Proof of Lemma 7

We first state and prove Lemmas 13, 14, and 15, which provide the foundation for the proof of Lemma
7.
Lemma 13. Let f(x) =

∑m
j=1 ρ(Jj · x + gj) + hTx, where x ∈ {−1, 1}n, J ∈ Rn×m, h ∈ Rn,

and g ∈ Rm. Then

EU [1XI=xIe
f(x)|XS = xS ]

=
∑

q∈{−1,1}m
eg·q

∏
i∈S

exi(J
(i)·q+hi)

∏
i∈[n]\S

cosh(J (i) · q + hi)
∏
i∈I

σ(2xi(J
(i) · q + hi))

where U denotes the uniform distribution over {−1, 1}n and where J (i) denotes the i-th row of J .

Proof.

EU [1XI=xIe
f(x)|XS = xS ]

=
1

2n−|S|

∑
x∈{−1,1}n

1XS=xS ,XI=xI · eh·x
m∏
j=1

(
eJj ·x+gj + e−Jj ·x−gj

)
=

1

2n−|S|

∑
x∈{−1,1}n

1XS=xS ,XI=xI · eh·x
∑

q∈{−1,1}m
e(xT J+gT )q

=
1

2n−|S|

∑
x∈{−1,1}n

1XS=xS ,XI=xI

∑
q∈{−1,1}m

ex
T (Jq+h)eg·q

=
1

2n−|S|

∑
q∈{−1,1}m

∑
x∈{−1,1}n

1XS=xS ,XI=xI · ex
T (Jq+h)eg·q

=
1

2n−|S|

∑
q∈{−1,1}m

eg·q
∑

x∈{−1,1}n
1XS=xS ,XI=xI · e

∑n
i=1 xi(J

(i)·q+hi)

=
1

2n−|S|

∑
q∈{−1,1}m

eg·q

 ∑
x[n]\(S∪I)

∏
i∈[n]\(S∪I)

exi(J
(i)·q+hi)

 ∏
i∈S∪I

exi(J
(i)·q+hi)

=
1

2n−|S|

∑
q∈{−1,1}m

eg·q
∏

i∈[n]\(S∪I)

(
eJ

(i)·q+hi + e−J
(i)·q−hi

) ∏
i∈S∪I

exi(J
(i)·q+hi)

=
∑

q∈{−1,1}m
eg·q

∏
i∈S

exi(J
(i)·q+hi)

∏
i∈[n]\(S∪I)

cosh(J (i) · q + hi)
∏
i∈I

exi(J
(i)·q+hi)

2

=
∑

q∈{−1,1}m
eg·q

∏
i∈S

exi(J
(i)·q+hi)

∏
i∈[n]\S

cosh(J (i) · q + hi)
∏
i∈I

exi(J
(i)·q+hi)

2 cosh(J (i) · q + hi)

=
∑

q∈{−1,1}m
eg·q

∏
i∈S

exi(J
(i)·q+hi)

∏
i∈[n]\S

cosh(J (i) · q + hi)
∏
i∈I

σ(2xi(J
(i) · q + hi)).

Lemma 14. Fix subsets of observed variables I and S, such that the two are disjoint. Then

P(XI = xI |XS = xS) =
∑

q∈{−1,1}m
λ(q, xS)

∏
i∈I

σ(2xi(J
(i) · q + hi))

where

λ(q, xS) =
eg·q

∏
i∈S e

xi(J
(i)·q+hi)

∏
i∈[n]\S cosh(J (i) · q + hi)∑

q′∈{−1,1}m e
g·q′∏

i∈S e
xi(J(i)·q′+hi)

∏
i∈[n]\S cosh(J (i) · q′ + hi)

.
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Proof. The MRF of the observed variables has a probability mass function that is proportional to
exp(f(x)), where f(x) is as in Lemma 13. Then

P(XI = xI |XS = xS)

=
P(XS = xS , XI = xI)

P(XS = xS)

=
E[1XS=xS ,XI=xI ]

E[1XS=xS ]

=

1
Z

∑
x∈{−1,1}n 1XS=xS ,XI=xI · ef(x)

1
Z

∑
x∈{−1,1}n 1XS=xS · ef(x)

=

1
2n−|S|

∑
x∈{−1,1}n 1XS=xS ,XI=xI · ef(x)

1
2n−|S|

∑
x∈{−1,1}n 1XS=xS · ef(x)

=
EU [1XI=xIe

f(x)|XS = xS ]

EU [ef(x)|XS = xS ]

=

∑
q∈{−1,1}m e

g·q∏
i∈S e

xi(J
(i)·q+hi)

∏
i∈[n]\S cosh(J (i) · q + hi)

∏
i∈I σ(2xi(J

(i) · q + hi))∑
q′∈{−1,1}m e

g·q′∏
i∈S e

xi(J(i)·q′+hi)
∏
i∈[n]\S cosh(J (i) · q′ + hi)

=
∑

q∈{−1,1}m
λ(q, xS)

∏
i∈I

σ(2xi(J
(i) · q + hi)).

Lemma 15. Fix observed variable u and subsets of observed variables I and S, such that all three
are disjoint. Then

νu,I|S(xu, xI |xS) =

∣∣∣∣∣∣
∑

q∈{−1,1}m
f̄(q, xu, xS)

∏
i∈I

σ(2xi(J
(i) · q + hi))

∣∣∣∣∣∣
where J (i) denotes the i-th row of J and where

f̄(q, xu, xS) = λ(q, xS)
[
σ(2xu(J (u) · q + hu))− Eq′∼λ(·,xS)σ(2xu(J (u) · q′ + hu))

]
,

λ(q, xS) =
eg·q

∏
i∈S e

xi(J
(i)·q+hi)

∏
i∈[n]\S cosh(J (i) · q + hi)∑

q′∈{−1,1}m e
g·q′∏

i∈S e
xi(J(i)·q′+hi)

∏
i∈[n]\S cosh(J (i) · q′ + hi)

.

Proof. We apply Lemma 14 to the terms in the definition of νu,I|S(xu, xI |xS):

P(Xu = xu, XI = xI |XS = xS)− P(Xu = xu|XS = xS)P(XI = xI |XS = xS)

=
∑

q∈{−1,1}m
λ(q, xS)σ(2xu(J (u) · q + hu))

∏
i∈I

σ(2xi(J
(i) · q + hi))

−

 ∑
q∈{−1,1}m

λ(q, xS)σ(2xu(J (u) · q + hu))

 ∑
q∈{−1,1}m

λ(q, xS)
∏
i∈I

σ(2xi(J
(i) · q + hi))


=

∑
q∈{−1,1}m

∑
q′∈{−1,1}m

λ(q, xS)λ(q′, xS)σ(2xu(J (u) · q + hu))
∏
i∈I

σ(2xi(J
(i) · q + hi))

−
∑

q∈{−1,1}m

∑
q′∈{−1,1}m

λ(q, xS)λ(q′, xS)σ(2xu(J (u) · q′ + hu))
∏
i∈I

σ(2xi(J
(i) · q + hi))

=
∑

q∈{−1,1}m
λ(q, xS)

[
σ(2xu(J (u) · q + hu))− Eq′∼λ(·,xS)σ(2xu(J (u) · q′ + hu))

]
·
∏
i∈I

σ(2xi(J
(i) · q + hi))
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=
∑

q∈{−1,1}m
f̄(q, xu, xS)

∏
i∈I

σ(2xi(J
(i) · q + hi)).

Proof of Lemma 7. Note that, if Ji,j = 0 for all i ∈ I , then the term
∏
i∈I σ(2xi(J

(i) · q + hi)) is
independent of the value of qj . Let U = {j ∈ [m] : Ji,j 6= 0 for some i ∈ I} be the set of latent
variables with connections to observed variables in I . By Lemma 15, we can write then

νu,I|S(xu, xI |xS) =

∣∣∣∣∣∣
∑

qU∈{−1,1}|U|

 ∑
q∼U∈{−1,1}m−|U|

f̄(q, xu, xS)

∏
i∈I

σ(2xi(J
(i) · q + hi))

∣∣∣∣∣∣ .

A.2 Proof of Lemma 8

A special case of Lemma 8 is given in Lemma 16. Then, we prove Lemma 8. Lastly, Section A.2.1
shows that these lemmas are tight in the size of the subset that they guarantee not to be cancelled.
Lemma 16. Let x1,1, ..., xm,m+1 ∈ [−1, 1]. Then, for any a ∈ Rm, there exists a subset S ⊆ [m+1]
with |S| ≤ m such that ∣∣∣∣∣∣

m∑
i=1

ai
∏
j∈S

xi,j

∣∣∣∣∣∣ ≥ 1

2m − 1
·

∣∣∣∣∣∣
m∑
i=1

ai

m+1∏
j=1

xi,j

∣∣∣∣∣∣ .
Proof. We prove the claim by induction on m.

Base case: For m = 1, we have

|ax1,1| =
|ax1,1x1,2|
|x1,2|

≥ |ax1,1x1,2|

|ax1,2| =
|ax1,1x1,2|
|x1,1|

≥ |ax1,1x1,2|

Therefore, the claim holds, with either S = {1} or S = {2}. Note that if any of a, x1,1, or x1,2 is
zero, then ax1,1x1,2 = 0 and the claim holds trivially.

Induction step: Assume the claim holds for m− 1.

Suppose |
∑m
i=1 ai

∏
j∈S xi,j | <

1
2m−1 ·

∣∣∣∑m
i=1 ai

∏m+1
j=1 xi,j

∣∣∣ for any S ⊆ [m]; otherwise the
induction step follows. By the triangle inequality, we have∣∣∣∣∣∣

m∑
i=1

ai

m+1∏
j=1

xi,j

∣∣∣∣∣∣ =

∣∣∣∣∣∣
m∑
i=1

aixi,m+1

m∏
j=1

xi,j

∣∣∣∣∣∣
≤

∣∣∣∣∣∣
m∑
i=1

ai(xi,m+1 − xm,m+1)

m∏
j=1

xi,j

∣∣∣∣∣∣+ |xm,m+1| ·

∣∣∣∣∣∣
m∑
i=1

ai

m∏
j=1

xi,j

∣∣∣∣∣∣ .
For the first term on the right-hand side, we clearly have xi,m+1 − xm,m+1 = 0 at i = m. Therefore,
the term is of the form

∑m−1
i=1 bi

∑m
j=1 yi,j , so we can apply the inductive claim form−1. Therefore,

there exists a subset S∗ ⊆ [m] with |S∗| ≤ m− 1 such that∣∣∣∣∣∣
m∑
i=1

ai(xi,m+1 − xm,m+1)
∏
j∈S∗

xi,j

∣∣∣∣∣∣ ≥ 1

2m−1 − 1
·

∣∣∣∣∣∣
m∑
i=1

ai(xi,m+1 − xm,m+1)

m∏
j=1

xi,j

∣∣∣∣∣∣ .
Overall, we get then the inequality:∣∣∣∣∣∣

m∑
i=1

ai

m+1∏
j=1

xi,j

∣∣∣∣∣∣
3



≤ (2m−1 − 1) ·

∣∣∣∣∣∣
m∑
i=1

ai(xi,m+1 − xm,m+1)
∏
j∈S∗

xi,j

∣∣∣∣∣∣+ |xm,m+1| ·

∣∣∣∣∣∣
m∑
i=1

ai

m∏
j=1

xi,j

∣∣∣∣∣∣
≤ (2m−1 − 1) ·

∣∣∣∣∣∣
m∑
i=1

aixi,m+1

∏
j∈S∗

xi,j

∣∣∣∣∣∣+ (2m−1 − 1) · |xm,m+1| ·

∣∣∣∣∣∣
m∑
i=1

ai
∏
j∈S∗

xi,j

∣∣∣∣∣∣
+ |xm,m+1| ·

∣∣∣∣∣∣
m∑
i=1

ai

m∏
j=1

xi,j

∣∣∣∣∣∣
≤ (2m−1 − 1) ·

∣∣∣∣∣∣
m∑
i=1

aixi,m+1

∏
j∈S∗

xi,j

∣∣∣∣∣∣+

(
2m−1 − 1

2m − 1
+

1

2m − 1

)
·

∣∣∣∣∣∣
m∑
i=1

ai

m+1∏
j=1

xi,j

∣∣∣∣∣∣
where in the last inequality we used that |xm,m+1| ≤ 1 and our supposition that for all S ⊆ [m],

|
∑m
i=1 ai

∏
j∈S xi,j | <

1
2m−1 ·

∣∣∣∑m
i=1 ai

∏m+1
j=1 xi,j

∣∣∣. Then, reordering:∣∣∣∣∣∣
m∑
i=1

aixi,m+1

∏
j∈S∗

xi,j

∣∣∣∣∣∣ ≥ 1− 2m−1−1
2m−1 −

1
2m−1

2m−1 − 1

∣∣∣∣∣∣
m∑
i=1

ai

m+1∏
j=1

xi,j

∣∣∣∣∣∣ =
1

2m − 1

∣∣∣∣∣∣
m∑
i=1

ai

m+1∏
j=1

xi,j

∣∣∣∣∣∣ .
Then, in this case, S∗∪{m+1} is the desired subset. Note that we selected S∗ such that |S∗| ≤ m−1,
so |S∗ ∪ {m+ 1}| ≤ m.

Proof of Lemma 8. Partition [n] into m + 1 subsets Q1 = [1, d n
m+1e], Q2 = [d n

m+1e +

1, 2d n
m+1e], ..., Qm+1 = [md n

m+1e+ 1, n]. Then, apply Lemma 16 to∣∣∣∣∣∣
m∑
i=1

ai

m+1∏
j=1

 ∏
k∈Qj

xi,k

∣∣∣∣∣∣
where we know that

∏
k∈Qj xi,k ∈ [−1, 1], for all j. Then, there exists a subset S ⊆ [m+ 1] with

|S| ≤ m such that∣∣∣∣∣∣
m∑
i=1

ai
∏
j∈S

 ∏
k∈Qj

xi,k

∣∣∣∣∣∣ ≥ 1

2m − 1

∣∣∣∣∣∣
m∑
i=1

ai

m+1∏
j=1

 ∏
k∈Qj

xi,k

∣∣∣∣∣∣ .
Let S′ =

⋃
j∈S Qj . Then S′ ⊆ [n] with |S′| ≤ n− b n

m+1c ≤ n−
n

m+1 + 1, and∣∣∣∣∣∣
m∑
i=1

ai
∏
j∈S′

xi,j

∣∣∣∣∣∣ ≥ 1

2m − 1

∣∣∣∣∣∣
m∑
i=1

ai

n∏
j=1

xi,j

∣∣∣∣∣∣ .
Now, if |S′| > m, apply the same technique recursively to S′: partition it into m+ 1 equal subsets
and apply Lemma 16. Continue until you obtain a subset of size at most m.

We now bound the number of iterations required. Let nt be the size of the set at timestep t (at the
beginning, n0 = n). We have

nt ≤ nt−1

(
1− 1

m+ 1

)
+ 1

≤ nt−2

(
1− 1

m+ 1

)2

+

(
1− 1

m+ 1

)
+ 1

≤ ...

≤ n
(

1− 1

m+ 1

)t
+

t−1∑
q=0

(
1− 1

m+ 1

)q
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≤ n
(

1− 1

m+ 1

)t
+m+ 1.

Let T be the smallest timestep such that nT < m+ 2. An upper bound on T is obtained as

n

(
1− 1

m+ 1

)T
< 1 =⇒ ne−2T/(m+1) < 1

=⇒ T >
m+ 1

2
ln(n)

where we used that e−2x ≤ 1− x for 0 ≤ x ≤ 1/2. Because T is an integer, the correct upper bound
is m+1

2 ln(n) + 1. Then, at this step, we are guaranteed that nT ≤ m + 1. One more step may be
required to go from size m+ 1 to size m. Therefore, an upper bound on the number of steps until
nt ≤ m is m+1

2 ln(n) + 2. Then, the factor due to applications of Lemma 16 is(
1

2m − 1

)m+1
2 ln(n)+2

≥
(

1

2m

)m+1
2 ln(n)+2

=
1

2m(m+1)/2 ln(n)+2m

=
1

4m

(
1

n

)m(m+1) log2(e)/2

≥ 1

4m

(
1

n

)m(m+1)

.

A.2.1 Tightness of non-cancellation result

Lemma 17 shows that, in the setting of Lemmas 16 and 8, it is possible for all subsets of size strictly
less than m to be completely cancelled. Therefore, the guarantee on the existence of a subset of size
at most m that is non-cancelled is tight.

We emphasize that, for the RBM setting, this result does not imply an impossibility of finding subsets
of size less than 2s with non-zero mutual information proxy. One reason for this is that, in the RBM
setting, the terms of the sums that we are interested in have additional constraints which are not
captured by the general setting of this section.
Lemma 17. For any c ∈ R, there exists some x1,1, ..., xm,m ∈ [−1, 1] and some a ∈ Rm such that∣∣∣∣∣∣

m∑
i=1

ai

m∏
j=1

xi,j

∣∣∣∣∣∣ = c

and for any subset S ⊆ [m] with |S| ≤ m− 1∣∣∣∣∣∣
m∑
i=1

ai
∏
j∈S

xi,j

∣∣∣∣∣∣ = 0.

Proof. Let x1,1 = ... = x1,m = x1, ..., xm,1 = ... = xm,m = xm. Then we want to select some
x1, ..., xm ∈ [−1, 1] and some a ∈ Rm such that

x1 x2 · · · xm
...

...
. . .

...
xm−1

1 xm−1
2 · · · xm−1

m
xm1 xm2 · · · xmm




a1

...
am−1

am

 =


0
...
0
c

 .
Select some arbitrary x1, ..., xm ∈ [−1, 1] such that the matrix on the left-hand-side has full rank.
Note that (x, ..., xm−1, xm) for x ∈ R is a point on the moment curve, and it is known that
any such m distinct non-zero points are linearly independent. Therefore, any distinct non-zero
x1, ..., xm ∈ [−1, 1] will do. Then, by matrix inversion, there exists some a ∈ Rm such that the
relation holds.
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A.3 Proof of Lemma 9

Proof of Lemma 9. Apply Lemma 8 to the form of νu,I|S(xu, xI |xS) in Lemma 7, with∑
q∼U∈{−1,1}m−|U|

f̄(q, xu, xS)

treated as a coefficient (i.e., a in Lemma 8) and

σ(2xi(J
(i) · q + hi))

treated as a variable in [−1, 1] (i.e., x in Lemma 8). Then there exists a subset I ′ ⊆ I with |I ′| ≤ 2|U |

such that ∣∣∣∣∣∣
∑

qU∈{−1,1}|U|

 ∑
q∼U∈{−1,1}m−|U|

f̄(q, xu, xS)

∏
i∈I′

σ(2xi(J
(i) · q + hi))

∣∣∣∣∣∣
≥ 1

42|U|

(
1

|I|

)2|U|(2|U|+1)

νu,I|S(xu, xI |xS).

Note that the latent variables connected to observed variables in I ′ are a subset of U . Then, by
Lemma 7, the expression on the left-hand side is equal to νu,I′|S(xu, xI′ |xS) where xI′ agrees with
xI . Finally, note that |U | ≤ s.

A.4 Proof of Lemma 10

Proof of Lemma 10. We have that

νu,I|S =
∑

xu,xI ,xS

P(XS = xS)

2|I|+1
νu,I|S(xu, xI |xS).

Hence, νu,I|S is a sum of 2|S|+|I|+1 terms νu,I|S(xu, xI |xS). Lemma 9 applies to each term
νu,I|S(xu, xI |xS) individually. However, the subset I ′ with |I ′| ≤ 2s that is guaranteed to exist by
Lemma 9 may be a function of the specific assignment xu, xI , and xS . Let I∗(xu, xI |xS) be the
subset I ′ with |I ′| ≤ 2s that is guaranteed to exist by Lemma 9 for assignment xu, xI , and xS .

The number of non-empty subsets I ′ ⊆ I with |I ′| ≤ 2s is at most |I|2s . Then, by the pigeonhole
principle, there exists some I ′ ⊆ I with |I ′| ≤ 2s which captures at least 1

|I|2s of the total mass of
νu,I|S : ∑

xu,xI ,xS
I∗(xu,xI |xS)=I′

P(XS = xS)

2|I|+1
νu,I|S(xu, xI |xS) ≥ 1

|I|2s
νu,I|S .

Applying Lemma 9 to each of the terms νu,I|S(xu, xI |xS) that we sum over on the left-hand side,
we get ∑

xu,xI ,xS
I∗(xu,xI |xS)=I′

P(XS = xS)

2|I|+1
νu,I′|S(xu, xI′ |xS) ≥ 1

(4|I|)2s

(
1

|I|

)2s(2s+1)

νu,I|S .

Note that we also have

νu,I′|S =
∑

xu,xI′ ,xS

P(XS = xS)

2|I′|+1
νu,I′|S(xu, xI′ |xS)

= 2|I|−|I
′|

∑
xu,xI′ ,xS

P(XS = xS)

2|I|+1
νu,I′|S(xu, xI′ |xS)

≥
∑

xu,xI ,xS
I∗(xu,xI |xS)=I′

P(XS = xS)

2|I|+1
νu,I′|S(xu, xI′ , xS).
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The inequality step above holds because, for each assignment xI′ , there are 2|I|−|I
′| assignments xI

that are in accord with it. Hence, each term νu,I′|S(xu, xI′ , xS) can appear at most 2|I|−|I
′| times in

the sum on the last line. Therefore,

νu,I′|S ≥
∑

xu,xI ,xS
q(xu,xI |xS)=I′

P(XS = xS)

2|I|+1
νu,I′|S(xu, xI′ , xS) ≥ 1

(4|I|)2s

(
1

|I|

)2s(2s+1)

νu,I|S .
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B Proof of Theorem 6

Most of the results in this section are restatements of results in [11], with small modifications. Hence,
most of the proofs in this section reuse the language of the proofs in [11] verbatim.

Let A be the event that for all u, I , and S with |I| ≤ 2s and |S| ≤ L simultaneously, |νu,I|S −
ν̂u,I|S | < τ ′/2. Then Lemma 18 gives a result on the number of samples required for event A to
hold.
Lemma 18 (Corollary of Lemma 5.3 in [11]). If the number of samples is larger than

60 · 22L

(τ ′)2(e−2γ)2L
(log(1/ω) + log(L+ 2s + 1) + (L+ 2s + 1) log(2n) + log 2) ,

then P(A) ≥ 1− ω.

Now, Lemmas 19-21 provide the ingredients necessary to prove correctness, assuming that event A
holds.
Lemma 19 (Analogue of Lemma 5.4 in [11]). Assume that the event A holds. Then every time
variables are added to S in Step 2 of the algorithm, the mutual information I(Xu;XS) increases by
at least (τ ′)2/8.

Proof. Following the proof of Lemma 5.4 in [11], we have that when event A holds,√
1

2
· I(Xu;XI |XS) ≥ 1

2
νu,I|S ≥

1

2
(ν̂u,I|S − τ ′/2).

The algorithm only adds variables to S if ν̂u,I|S > τ ′, so

I(Xu;XI |XS) ≥ 1

2
(ν̂u,I|S − τ ′/2)2 ≥ 1

2
(τ ′ − τ ′/2)2 = (τ ′)2/8.

Lemma 20 (Analogue of Lemma 5.5 in [11]). Assume that the event A holds. Then at the end of
Step 2 S contains all of the neighbors of u.

Proof. Following the proof of Lemma 5.5 in [11], we have that Step 2 ended either because |S| > L
or because there was no set of variables I ⊆ [n] \ ({u} ∪ S) with ν̂u,I|S > τ ′.

If |S| > L, we have by Lemma 19 that I(Xu;XS) > L · (τ ′)2/8 = 1. However, because Xu is a
binary variable, we also have 1 ≥ H(Xu) ≥ I(Xu;XS), so we obtain a contradiction.

Suppose then that |S| ≤ L, but that there was no set of variables I ⊂ [n] \ ({u} ∪ S) with |I| ≤ 2s

and ν̂u,I|S > τ ′. If S does not contain all of the neighbors of u, then we know by Theorem 5 that
there exists a set of variables I ⊆ [n] \ ({u} ∪ S) with |I| ≤ 2s with νu,I|S ≥ 2τ ′. Because event A
holds, we know that ν̂u,I|S ≥ νu,I|S − τ ′/2 > τ ′. This contradicts our supposition that there was no
such set of variables.

Therefore, S must contain all of the neighbors of u.

Lemma 21 (Analogue of Lemma 5.6 in [11]). Assume that the event A holds. If at the start of Step
3 S contains all of the neighbors of u, then at the end of Step 3 the remaining set of variables are
exactly the neighbors of u.

Proof. Following the proof of Lemma 5.6 in [11], we have that if event A holds, then

ν̂u,i|S\{i} < νu,i|S\{i} + τ ′/2 ≤
√

1

2
I(Xu;Xi|XS) + τ ′/2 = τ ′/2

for all variables i that are not neighbors of u. Then all such variables are pruned. Furthermore, by
Theorem 5,

ν̂u,i|S\{i} ≥ νu,i|S\{i} − τ ′/2 ≥ 2τ ′ − τ ′/2 > τ ′

for all variables i that are neighbors of u, and thus no neighbor is pruned.
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Proof of Theorem 6 (Analogue of Theorem 5.7 in [11]). Event A occurs with probability 1− ω for
our choice of M . By Lemmas 20 and 21, the algorithm returns the correct set of neighbors of u for
every observed variable u.

To analyze the running time, observe that when running the algorithm at an observed variable u, the
bottleneck is Step 2, in which there are at most L steps and in which the algorithm must loop over all
subsets of vertices in [n] \ {u} \S of size 2s, of which there are

∑2s

l=1

(
n
l

)
= O(n2s) many. Running

the algorithm at all observed variables thus takes O(MLn2s+1) time.

9



C Structure Learning Algorithm of Section 5

The steps of the structure learning algorithm are:

1. Fix parameters s, τ ′(ζ · η), τ ′(ζ), L. Fix observed variable u. Set S := ∅.
2. While |S| ≤ L and there exists a set of observed variables I ⊆ [n] \ {u} \ S of size at most

2s such that ν̂u,I|S > τ ′(ζ · η), set S := S ∪ I .

3. For each i ∈ S, if ν̂u,I|S\{i} < τ ′(ζ) for all sets of observed variables I ⊆ [n]\{u}\(S\{i})
of size at most 2s, mark i for removal from S.

4. Remove from S all variables marked for removal.
5. Return set S as an estimate of the neighborhood of u.

In the algorithm above, we use

L = 8/(τ ′(ζ · η))2, η =
1√

3 · 2D/2+2s ·D2s−1(2s+2)
,

τ ′(x) =
1

(4d)2s

(
1

d

)2s(2s+1)

τ(x), and τ(x) =
1

2

4x2(e−2γ)d+D−1

d4d2d+1
(
D
d−1

)
γe2γ

.

The main difference in the analysis of this algorithm compared to that of the algorithm in Section 3 is
that, at the end of Step 2, S is no longer guaranteed to contain all the neighbors of u. Then, a smaller
threshold is used in Step 2 compared to Step 3 in order to ensure that S contains enough neighbors of
u such that the mutual information proxy with any non-neighbor is small.
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D Proof of Theorem 11

See Appendix C for a detailed description of the structure learning algorithm in Section 5.

The correctness of the algorithm is based on the results in Theorem 22 and Lemma 23, which are
analogues of Theorem 5 and Lemma 21. We state these, and then we prove Theorem 11 based on
them. Then, Section D.1 proves Theorem 22 and Section D.2 proves Lemma 23.
Theorem 22 (Analogue of Theorem 5). Fix an observed variable u and a subset of observed variables
S, such that the two are disjoint. Suppose there exists a neighbor i of u not contained in S such that
the MRF of the observed variables contains a Fourier coefficient associated with both i and u that
has absolute value at least ζ. Then there exists some subset I of the MRF neighborhood of u with
|I| ≤ 2s such that

νu,I|S ≥
1

(4d)2s

(
1

d

)2s(2s+1)
4ζ2(e−2γ)d+D−1

d4d2d+1
(
D
d−1

)
γe2γ

= 2τ ′(ζ).

Let Aζ,η be the event that for all u, I , and S with |I| ≤ 2s and |S| ≤ L simultaneously, |νu,I|S −
ν̂u,I|S | < τ ′(ζ · η)/2.
Lemma 23 (Analogue of Lemma 21). Assume that the event Aζ,η holds. If at the start of Step 3 S
contains all of the neighbors of u which are connected to u through a Fourier coefficient of absolute
value at least ζ · η, then at the end of Step 4 the remaining set of variables is a subset of the neighbors
of u, such that all neighbors which are connected to u through a Fourier coefficient of absolute value
at least ζ are included in the subset.

Proof of Theorem 11. Event Aζ,η occurs with probability 1−ω for our choice of M . Then, based on
the result of Theorem 22, we have that Lemmas 18, 19, and 20 hold exactly as before, with τ ′(ζ · η)
instead of τ ′, and with the guarantee that at the end of Step 2 S contains all of the neighbors of u
wihch are connected to u through a Fourier coefficient of absolute value at least ζ · η. Finally, Lemma
23 guarantees that the pruning step results in the desired set of neighbors for every observed variable
u.

The analysis of the running time is identical to that in Theorem 6.

D.1 Proof of Theorem 22

We will argue that Theorem 4.6 in [11] holds in the following modified form, which only requires the
existence of one Fourier coefficient that has absolute value at least α:
Theorem 24 (Modification of Theorem 4.6 in [11]). Fix a vertex u and a subset of the vertices S
which does not contain the entire neighborhood of u, and assume that there exists an α-nonvanishing
hyperedge containing u and which is not contained in S ∪ {u}. Then taking I uniformly at random
from the subsets of the neighbors of u not contained in S of size s = min(r − 1, |Γ(u) \ S|),

EI

[√
1

2
I(Xu;XI |XS)

]
≥ EI [νu,I|S ] ≥ C ′(γ,K, α)

where explicitly

C ′(γ,K, α) :=
4α2δr+d−1

r4rKr+1
(
D
r−1

)
γe2γ

.

Then, this allows us to prove Theorem 22 with a proof nearly identical to that of Theorem 5.

Proof of Theorem 22. Using Theorem 24, we get that there exists some subset I of neighbors of u
with |I| ≤ d− 1 such that

νu,I|S ≥
4ζ2(e−2γ)d+D−1

d4d2d+1
(
D
d−1

)
γe2γ

= 2τ(ζ).
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Then, using Theorem 4, we have that there exists some subset I ′ ⊆ I with |I ′| ≤ 2s such that

νu,I′|S ≥
1

(4d)2s

(
1

d

)2s(2s+1)
4ζ2(e−2γ)d+D−1

d4d2d+1
(
D
d−1

)
γe2γ

= 2τ ′(ζ).

What remains is to show that Theorem 24 is true. Theorem 24 differs from Theorem 4.6 in [11]
only in that it requires at least one hyperedge containing u and not contained in S ∪ {u} to be
α-nonvanishing, instead of requiring all maximal hyperedges to be α-nonvanishing. The proof of
Theorem 4.6 in [11] uses the fact that all maximal hyperedges are α-nonvanishing in exactly two
places: Lemma 3.3 and Lemma 4.5. In both of these lemmas, it can be easily shown that the same
result holds even if only one, not necessarily maximal, hyperedge is α-nonvanishing. In fact, the
original proofs of these lemmas do not make use of the assumption that all maximal hyperedges are
α-nonvanishing: they only use that there exists a maximal hyperedge that is α-nonvanishing.

We now reprove Lemma 3.3 and Lemma 4.5 in [11] under the new assumption. These proofs contain
only small modifications compared to the original proofs. Hence, most of the content of these proofs
is restated, verbatim, from [11].

Lemma 25 is a trivial modification of Lemma 2.7 in [11], to allow the tensor which is lower bounded
in absolute value by a constant κ to be non-maximal. Then, Lemma 26 is the equivalent of Lemma
3.3 in [11] and Lemma 27 is the equivalent of Lemma 4.5 in [11], under the assumption that there
exists at least one hyperedge containing u that is α-nonvanishing.
Lemma 25 (Modification of Lemma 2.7 in [11]). Let T 1...s be a centered tensor of dimensions
d1 × ...× ds and suppose there exists at least one entry of T 1...s which is lower bounded in absolute
value by a constant κ. For any 1 ≤ l ≤ r, and i1 < ... < il such that {i1, ..., il} 6= [s], let T i1....il be
an arbitrary centered tensor of dimensions di1 × ....× dil . Let

T (a1, ..., ar) =

r∑
l=1

∑
i1<...<il

T i1...il(ai1 , ..., ail).

Then there exists an entry of T of absolute value lower bounded by κ/ss.

Proof. Suppose all entries of T are less than κ/ss in absolute value. Then by Lemma 2.6 in [11], all
the entries of T 1...s are less than κ in absolute value. This is a contradiction, so there exists an entry
of T of absolute value lower bounded by κ/ss.

Lemma 26 (The statement is the same as that of Lemma 3.3 in [11]).

EY,Z

∑
R

∑
B 6=R

(
EYu,R − EYu,B − EZu,R + EZu,B

) (
exp(EYu,R + EZu,B)− exp(EYu,B + EZu,R)

)
≥ 4α2δr−1

r2re2γ
.

Proof under relaxed α assumption. Following the original proof of Lemma 3.3, set a = EYu,R+EZu,B
and b = EYu,B + EZu,R, and let D′ = K3 exp(2γ) ≥ D. Then we have

EY,Z

∑
R

∑
B 6=R

(a− b)(ea − eb)

 = E

∑
R

∑
B 6=R

(a− b)
∫ a

b

exdx


≥ E

∑
R

∑
B 6=R

(a− b)2e−2γ

 ≥ 1

e2γ

∑
R

∑
B 6=R

Var[a− b].

By Claim 3.4 in [11], we have∑
R

∑
R 6=B

Var[a− b] = 4ku
∑
R

Var[EYu,R].

12



Select a hyperedge J = {u, j1, ..., js} containing u with |J | ≤ r, such that θuJ is α-nonvanishing.
Then we get, for some fixed choice Y∼J ,∑

R

Var[EYu,R] ≥
∑
R

Var[EYu,R|Y∼J ] =
∑
R

Var[T (R, Yj1 , ..., Yjs)|Y∼J ]

where the tensor T is defined by treating Y∼J as fixed as follows:

T (R, Yj1 , ..., Yjs) =

r∑
l=2

∑
i2<...<il

θui2...il(R, Yi2 , ..., Yil).

From Lemma 25, it follows that T is α/rr-nonvanishing. Then there is a choice of R and G such
that |T (R,G)| ≥ α/rr. Because T is centered there must be a G′ so that T (R,G′) has the opposite
sign, so |T (R,G)− T (R,G′)| ≥ α/rr. Then we have

Var[T (R, Yj1 , ..., Yjs)|Y∼J ] ≥ α2δr−1

2r2r

which follows from the fact that P(YJ\u = G) and P(YJ\u = G′) are both lower bounded by δr−1,
and by then applying Claim 3.5 in [11]. Overall, then,

EY,Z

∑
R

∑
B 6=R

(a− b)
(
ea − eb

) ≥ 4α2δr−1

r2re2γ
.

Lemma 27 (The statement is the same as that of Lemma 4.5 in [11]). Let E be the event that
conditioned on XS = xS where S does not contain all the neighbors of u, node u is contained in at
least one α/rr-nonvanishing hyperedge. Then P(E) ≥ δd.

Proof under relaxed α assumption. Following the original proof of Lemma 4.5, when we fix XS =
xS we obtain a new MRF where the underlying hypergraph is

H′ = ([n] \ S,H ′), H ′ = {h \ S|h ∈ H}.

Let φ(h) be the image of a hyperedge h inH in the new hypergraphH′.
Let h∗ be a hyperedge inH that contains u and is α-nonvanishing. Let f1, ..., fp be the preimages
of φ(h∗) so that without loss of generality f1 is α-nonvanishing. Let J = ∪pi=1fi \ {u}. Finally let
J1 = J ∩ S = {i1, i2, ..., is} and let J2 = J \ S = {i′1, i′2, ..., i′s′}. We define

T (R, a1, ..., as, a
′
1, ..., a

′
s′) =

p∑
i=1

θfi

which is the clique potential we get on hyperedge φ(h∗) when we fix each index in J1 ⊆ S to their
corresponding value.

Because θf1 is α-nonvanishing, it follows from Lemma 25 that T is α/rr-nonvanishing. Thus there
is some setting a∗1, ..., a

∗
s such that the tensor

T ′(R, a′1, ..., a
′
s′) = T (R, a∗1, ..., a

∗
s, a
′
1, ..., a

′
s′)

has at least one entry with absolute value at least α/rr. What remains is to lower bound the probability
of this setting. Since J1 is a subset of the neighbors of u we have |J1| ≤ d. Thus the probability that
(Xi1 , ..., Xis) = (a∗1, ..., a

∗
s) is bounded below by δs ≥ δd, which completes the proof.

D.2 Proof of Lemma 23

The proof of Lemma 21 does not generalize to the setting of Lemma 23 because at the end of Step 2
S is no longer guaranteed to contain the entire neighborhood of u.

Instead, the proof of Lemma 23 is based on the following observation: any νu,I|S , where I is a set of
non-neighbors of u, is upper bounded within some factor of νu,n∗(u)\S|S , where n∗(u) is the set of
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neighbors of u. Intuitively, this follows because any information between u and I must pass through
the neighbors of u. Then, by guaranteeing that νu,n∗(u)\S|S is small, we can also guarantee that
νu,I|S is small. This allows us to guarantee that all non-neighbors of u are pruned.

Lemma 28 makes formal a version of the upper bound on the mutual information proxy mentioned
above. Then, we prove Lemma 23.
Lemma 28. Let X ∈ X , Y ∈ Y, Z ∈ Z, S ∈ S be discrete random variables. Suppose X is
conditionally independent of Z, given (Y, S). Then

νX,Z|S ≤
|Y|
|Z|

νX,Y |S .

Proof.

νX,Z|S = ES
∑
x∈X

1

|X |
∑
z∈Z

1

|Z|
|P(X = x, Z = z|S)− P(X = x|S)P(Z = z|S)|

= ES
∑
x∈X

1

|X |
∑
z∈Z

1

|Z|

·

∣∣∣∣∣∣
∑
y∈Y

(P(X = x, Y = y, Z = z|S)− P(X = x|S)P(Y = y, Z = z|S))

∣∣∣∣∣∣
≤ ES

∑
x∈X

1

|X |
∑
z∈Z

1

|Z|

·
∑
y∈Y
|P(X = x, Y = y, Z = z|S)− P(X = x|S)P(Y = y, Z = z|S)|

(∗)
= ES

∑
x∈X

1

|X |
∑
z∈Z

1

|Z|

·
∑
y∈Y

P(Z = z|Y = y, S) |P(X = x, Y = y|S)− P(X = x|S)P(Y = y|S)|

=
|Y|
|Z|

ES
∑
x∈X

1

|X |
∑
y∈Y

1

|Y|
|P(X = x, Y = y|S)− P(X = x|S)P(Y = y|S)|

=
|Y|
|Z|

νX,Y |S

where in (*) we used that P(Z = z|X = x, Y = y, S) = P(Z = z|Y = y, S), because Z is
conditionally independent of X , given (Y, S).

Proof of Lemma 23. Consider any i ∈ S such that i is not a neighbor of u, and let I with |I| ≤ 2s be
any subset of [n] \ {u} \ (S \ {i}). Let I∗ be the set of neighbors of u not included in S. Note that u
is conditionally independent of I , given (I∗, S \ {i}). Then, by Lemma 28,

νu,I|S\{i} ≤
2|I
∗|

2|I|
νu,I∗|S\{i} ≤ 2D−1νu,I∗|S\{i}.

By Lemma 10, there exists a subset I† ⊆ I∗ with |I†| ≤ 2s such that

νu,I†|S\{i} ≥
1

(4|I∗|)2s

(
1

|I∗|

)2s(2s+1)

νu,I∗|S\{i} ≥
1

(4D)2s

(
1

D

)2s(2s+1)

νu,I∗|S\{i}.

Then, putting together the two results above,

νu,I|S\{i} ≤ 2D−1(4D)2sD2s(2s+1)νu,I†|S\{i}.

Note that

νu,I†|S\{i} ≤ ν̂u,I†|S\{i} + τ ′(ζ · η)/2
(∗)
≤ τ ′(ζ · η) + τ ′(ζ · η)/2 = 3τ ′(ζ · η)/2
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where in (*) we used that, if ν̂u,I†|S\{i} were larger than τ ′(ζ · η), the algorithm would have added
I† to S. Then

νu,I|S\{i} ≤ 3 · 2D−2(4D)2sD2s(2s+1)τ ′(ζ · η)

= η2 · 3 · 2D−2(4D)2sD2s(2s+1)τ ′(ζ)

= τ ′(ζ)/4

where we used that τ ′(ζ ·η) = η2τ ′(ζ) and then we replaced η by its definition. Putting it all together,

ν̂u,I|S\{i} ≤ νu,I|S\{i} + τ ′(ζ · η)/2 ≤ τ ′(ζ)/4 + η2τ ′(ζ)/2 < τ ′(ζ)

where we used that η ≤ 1. Therefore, all variables i ∈ S which are not neighbors of u are pruned.

Consider now variables i which are connected to u through a Fourier coefficient of absolute value
at least ζ. We know that all variables connected through a Fourier coefficient at least ζ · η are in S,
so all variables i must also be in S, because η ≤ 1. Then, by Theorem 22, there exists a subset I of
[n] \ {u} \ (S \ {i}) with |I| ≤ 2s, such that

ν̂u,I|S\{i} ≥ νu,I|S\{i} − τ ′(ζ · η)/2 ≥ νu,I|S\{i} − τ ′(ζ)/2
(†)
≥ 2τ ′(ζ)− τ ′(ζ)/2 > τ ′(ζ)

where in (†) we used the guarantee of Theorem 22, knowing that there exists a variable in [n] \
{u} \ (S \ {i}) connected to u through a Fourier coefficient of absolute value at least ζ: specifically,
variable i. Therefore, no variables i ∈ S which are connected to u through a Fourier coefficient of
absolute value at least ζ are pruned.
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E Proof of Theorem 12

Let ψ be the maximum over observed variables of the number of non-zero potentials that include that
variable:

ψ := max
u∈[n]

∑
S⊆[n]
u∈S

1{f̂(S) 6= 0}.

Theorem 29, stated below, is a stronger version of Theorem 12, in which the upper bound on ζ depends
on ψ instead of Dd. This section proves Theorem 29. Note that ψ ≤

∑d−1
k=0

(
D
k

)
≤ Dd−1 + 1 < Dd,

so Theorem 29 immediately implies Theorem 12.
Theorem 29. Fix δ > 0 and ε > 0. Suppose that we are given neighborhoods n(u) for every
observed variable u satisfying the guarantees of Theorem 11. Suppose that we are given M samples
from the RBM, and that we have

M = Ω
(
γ2 ln(8 · n · 2D/δ)/ε2

)
, ζ ≤

√
ε

ψ
√

1 + e2γ
.

Let zu and ŵu be the features and the estimate of the weights when the regression algorithm is run at
observed variable u. Then, with probability at least 1− δ, for all variables u,

E
[(
P(Xu = 1|X\u)− σ (ŵu · zu)

)2] ≤ ε.
Define the empirical risk and the risk, respectively:

L̂(w) =
1

M

M∑
i=1

l(y(i)(w · z(i))), L(w) = E[l(y(w · z))].

Following is an outline of the proof of Theorem 29. Lemma 34 bounds the KL divergence between
the true predictor and the predictor that uses w̄, where w̄ ∈ R2|n(s)|

is the vector of true weights for
every subset of n(u), multiplied by two. Unfortunately, the estimate ŵ that optimizes the empirical
risk will typically not recover the true weights, because n(u) is not the true set of neighbors of u.
Lemma 33 decomposes the KL divergence between the true predictor and the predictor that uses ŵ in
terms of L(ŵ)−L(w̄) and the KL divergence that we bounded in Lemma 34. The term L(ŵ)−L(w̄)
can be shown to be small through concentration arguments, which are partially given in Lemma 30.
Thus, we obtain a bound on the KL divergence between the true predictor and the predictor that
uses ŵ. Finally, using Lemma 31, we bound the mean-squared error of interest in terms of this KL
divergence.

We now give the lemmas mentioned above and complete formally the proof of Theorem 12.

Lemma 30. With probability at least 1− ρ over the samples, we have for all w ∈ R2|n(u)|
such that

||w||1 ≤ 2γ,

L(w) ≤ L̂(w) + 4γ

√
2 ln(2 · 2D)

M
+ 2γ

√
2 ln(2/ρ)

M
.

Proof. We have ||z||∞ ≤ 1, y ∈ {−1, 1}, the loss function is 1-Lipschitz, and our hypothesis set is
w ∈ R2|n(S)|

such that ||w||1 ≤ 2γ. Then the result follows from Lemma 7 in [28].

Lemma 31 (Pinsker’s inequality). Let DKL(a, b) = a ln(a/b) + (1− a) ln((1− a)/(1− b)) denote
the KL divergence between two Bernoulli distributions (a, 1− a), (b, 1− b) with a, b ∈ [0, 1]. Then

(a− b)2 ≤ 1

2
DKL(a||b).

Lemma 32 (Inverse of Pinsker’s inequality; see Lemma 4.1 in [10]). Let DKL(a, b) = a ln(a/b) +
(1− a) ln((1− a)/(1− b)) denote the KL divergence between two Bernoulli distributions (a, 1− a),
(b, 1− b) with a, b ∈ [0, 1]. Then

DKL(a, b) ≤ 1

min(b, 1− b)
(a− b)2.
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Lemma 33. For any w ∈ R2|n(u)|
with ||w||1 ≤ 2γ, we have that

L(ŵ)− L(w) = Ez
[
DKL

(
E[y|z] + 1

2
, σ(ŵ · z)

)
−DKL

(
E[y|z] + 1

2
, σ(w · z)

)]
.

Proof.

L(ŵ)− L(w) = Ez,y
[
−y + 1

2
lnσ(ŵ · z)− 1− y

2
ln(1− σ(ŵ · z))

]
− Ez,y

[
−y + 1

2
lnσ(w · z)− 1− y

2
ln(1− σ(w · z))

]
= Ez

[
−E[y|z] + 1

2
lnσ(ŵ · z)− 1− E[y|z]

2
ln(1− σ(ŵ · z))

]
− Ez

[
−E[y|z] + 1

2
lnσ(w · z)− 1− E[y|z]

2
ln(1− σ(w · z))

]
= Ez

[
E[y|z] + 1

2
ln
σ(w · z)
σ(ŵ · z)

+
1− E[y|z]

2
ln

1− σ(w · z)
1− σ(ŵ · z)

]
= Ez

[
DKL

(
E[y|z] + 1

2
, σ(ŵ · z)

)
−DKL

(
E[y|z] + 1

2
, σ(w · z)

)]
.

Lemma 34. Let ζ ≤
√
ε

ψ
√

1+e2γ
and w̄ ∈ R2|n(u)|

with w̄S = 2f̂(S) for all S ⊆ n(u). Then, for all

assignments z ∈ {−1, 1}2|n(u)|
,

DKL

(
E[y|z] + 1

2
, σ(w̄ · z)

)
≤ ε.

Proof. By Lemma 32, we have that

DKL

(
E[y|z] + 1

2
, σ(w̄ · z)

)
≤ 1

min(σ(w̄ · z), 1− σ(w̄ · z))

(
E[y|z] + 1

2
− σ(w̄ · z)

)2

.

Note that E[y|z∗] = 2σ(w∗ · z∗)− 1 for w∗ and z∗ corresponding to the true neighborhood of u, and
that ||w∗||1 ≤ 2γ. Note that w̄S = w∗S for all S ⊆ n(u). Also note that min(σ(w̄ ·z), 1−σ(w̄ ·z)) ≥
σ(−2γ) = 1

1+e2γ . Then:

DKL

(
E[y|z] + 1

2
, σ(w̄ · z)

)
≤ (1 + e2γ)

(
E[y|z] + 1

2
− σ(w̄ · z)

)2

(a)
= (1 + e2γ)

(
Ez∗|z [σ(w∗ · z∗)− σ(w̄ · z)]

)2
(b)

≤ (1 + e2γ)Ez∗|z (σ(w∗ · z∗)− σ(w̄ · z))2

= (1 + e2γ)Ez∗|z

σ
 ∑
S⊆n∗(u)

f̂(S ∪ {u})χS(x)

− σ
 ∑
S⊆n(u)

f̂(S ∪ {u})χS(x)

2

(c)

≤ (1 + e2γ)Ez∗|z

 ∑
S⊆n∗(u)

f̂(S ∪ {u})χS(x)−
∑

S⊆n(u)

f̂(S ∪ {u})χS(x)

2
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= (1 + e2γ)Ez∗|z

 ∑
S⊆n∗(u)
S 6⊆n(u)

f̂(S ∪ {u})χS(x)


2

(d)

≤ (1 + e2γ)ψ2ζ2

where in (a) we used the law of iterated expectations, in (b) we used Jensen’s inequality, in (c) we
used that σ is 1-Lipschitz, and in (d) we used that the Fourier coefficients that we sum over are all
upper bounded in absolute value by ζ (otherwise the corresponding sets S would need to be included
in n(u), by the assumption that n(u) contains all the neighbors connected to u through a Fourier
coefficient of absolute value at least ζ). Therefore, setting ζ ≤

√
ε

ψ
√

1+e2γ
achieves error ε.

Proof of Theorem 29. Let M ≥ C · γ2 ln(8 · n · 2D/δ)/ε2, for some global constant C. Then, by
Lemma 30, with probability at least 1− δ/(2n), for all w ∈ R2|n(u)|

such that ||w||1 ≤ 2γ,

L(ŵ) ≤ L̂(ŵ) + ε/2.

Note that l(y(w ·z)) = ln(1+ey(w·z)) is bounded because |y(w ·z)| ≤ 2γ, and | ln(1+e−2γ)−ln(1+

e2γ)| ≤ 4γ because the function is 1-Lipschitz. Then, by Hoeffding’s inequality, P(L̂(w)− L(w) ≥
t) ≤ e−2Mt2/(4γ)2 . Then, forM ≥ C ′ ·γ2 ln(2n/δ)/ε2 for some global constantC ′, with probability
at least 1− δ/(2n),

L̂(w) ≤ L(w) + ε/2.

Then the following holds with probability at least 1− δ/n for any w ∈ R2|n(u)|
with ||w||1 ≤ 2γ:

L(ŵ) ≤ L̂(ŵ) + ε/2 ≤ L̂(w) + ε/2 ≤ L(w) + ε.

Then we have

E
[(
P(Xu = 1|X[n]\{u})− σ (ŵ · z)

)2]
(a)

≤ 1

2
E
[
DKL

(
P(Xu = 1|X[n]\{u}), σ (ŵ · z)

)]
(b)
=

1

2
(L(ŵ)− L(w̄)) +

1

2
E
[
DKL

(
P(Xu = 1|X[n]\{u}), σ (w̄ · z)

)]
(c)

≤ 1

2
(L(ŵ)− L(w̄)) +

1

2
ε

(d)

≤ ε

where in (a) we used Lemma 31, in (b) we used Lemma 33, in (c) we used Lemma 34, and in (d) we
used that L(ŵ)− L(w̄) ≤ ε.
By a union bound, this holds for all variables u with probability at least 1− δ.
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F A weaker width suffices

The sample complexity of the algorithm in Section 3 depends on γ, the width of the MRF of the
observed variables. A priori, it is unclear how large γ can be. Ideally, we would have an upper bound
on γ in terms of parameters that are natural to the RBM, such as the width of the RBM β∗.

In Section F.3, we give an example of an RBM for which β∗ = d ln d and γ is linear in β∗ and
exponential in d. This example shows that a bound γ ≤ β∗ between the widths of the MRF and of
the RBM does not generally hold.

However, we show that a bound γ∗ ≤ β∗ holds for a modified width γ∗ of the MRF. Then, we show
that γ can be replaced with γ∗ everywhere in the analysis of our algorithm (and of that of [11]),
without any other change in its guarantees.

γ∗ is always less than or equal to γ, and, as we discussed, sometimes strictly less than γ. Hence, the
former dependency on γ was suboptimal. By replacing γ with γ∗, we improve the sample complexity,
and we make the dependency interpretable in terms of the width of the RBM.

F.1 Main result

Let γ∗ be the modified width of an MRF, defined as

γ∗ := max
u∈[n]

max
I⊆[n]\{u}

max
x∈{−1,1}n

∣∣∣∣∣∣
∑
S⊆I

f̂(S ∪ {u})χS∪{u}(x)

∣∣∣∣∣∣ .
Whereas γ is a sum of absolute values of Fourier coefficients, γ∗ requires the signs of the Fourier
coefficients that it sums over to be consistent with some assignment x ∈ {−1, 1}n. Note that it is
always the case that γ∗ ≤ γ.

Lemma 35 shows that γ∗ ≤ β∗. Then, in Section F.2 we argue that γ and γ∗ are interchangeable for
the guarantees of the algorithm in [11], and implicitly for the guarantees of the algorithm in Section
3. Finally, in Section F.3 we give an example of an RBM for which γ is linear in β∗ and exponential
in d.
Lemma 35. Consider an RBM with width β∗, and let γ∗ be the modified width of the MRF of the
observed variables. Then γ∗ ≤ β∗.

Proof. We have

P(Xu = xu|X[n]\{u} = x[n]\{u}) =

exp

(∑
S⊆[n]
u∈S

f̂(S)χS(x)

)
exp

(
−
∑
S⊆[n]
u∈S

f̂(S)χS(x)

)
+ exp

(∑
S⊆[n]
u∈S

f̂(S)χS(x)

)

= σ

2
∑
S⊆[n]
u∈S

f̂(S)χS(x)

 .

On the other hand, we have

σ(−2β∗) ≤ P(Xu = xu|X[n]\{u} = x[n]\{u}) ≤ σ(2β∗).

Therefore, by the monotonicity of the sigmoid function, we have for all x ∈ {−1, 1}n,

−β∗ ≤
∑
S⊆[n]
u∈S

f̂(S)χS(x) ≤ β∗,

or equivalently,
−β∗ ≤

∑
S⊆[n]\{u}

f̂(S ∪ {u})χS∪{u}(x) ≤ β∗.
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Denote φ(x1, ..., xn) =
∑
S⊆[n]\{u} f̂(S ∪ {u})χS∪{u}(x). Then the following marginalization

result holds for any i 6= u:∑
S⊆[n]\{u,i}

f̂(S ∪ {u})χS∪{u}(x)

=
φ(x1, ..., xi−1,−1, xi+1, ..., xn) + φ(x1, ..., xi−1, 1, xi+1, ..., xn)

2
.

Because the lower bound −β and upper bound β apply to each φ(x1, ..., xn), we get that the same
bounds apply to the marginalized value:

−β∗ ≤
∑

S⊆[n]\{u,i}

f̂(S ∪ {i})χS∪{i}(x) ≤ β∗.

This marginalization result extends trivially to marginalizing multiple variables. Then, by marginaliz-
ing all variables xi for i 6∈ I ∪ {u} for some I ⊆ [n] \ {u}, we get the bounds

−β∗ ≤
∑
S⊆I

f̂(S ∪ {u})χS∪{u}(x) ≤ β∗.

Taking the maximum over u ∈ [n], I ∈ [n] \ {u}, and x ∈ {−1, 1}n, we get that γ∗ ≤ β∗.

F.2 The same guarantees hold with the weaker width

For the algorithm in Section 3, the dependence on γ comes only from the use of Theorem 5, for
which the dependence on γ comes only from the use of Theorem 4.6 in [11]. Hence, it is sufficient to
show that Theorem 4.6 in [11] admits the same guarantees when γ is replaced with γ∗.

The modifications that need to be made to the proof of Theorem 4.6 in [11] are trivial: it is sufficient
to replace every occurence of the symbol γ with the symbol γ∗. This is because the proof does not
use any property of γ that is not also a property of γ∗.

In the rest of this section, we briefly review the occurences of γ in the proof of Theorem 4.6 in [11]
and argue that they can be replaced with γ∗. Toward this goal, the rest of this section will use the
notation of [11]. We direct the reader to that paper for more information.

We first define γ∗ in the setting of [11]. We have

γ∗ := max
u∈[n]

max
I∈[n]\{u}

max
X1∈[k1],...,Xn∈[kn]

∣∣∣∣∣
r∑
l=1

∑
i2<...<il

1{i2...il}⊆Iθ
ui2...il(Xu, Xi2 , ..., Xil)

∣∣∣∣∣
and

δ∗ :=
1

K
exp(−2γ∗).

With these definitions, for any variable Xu and assignment R, we have for its neighborhood XU that

P(Xu = R|XU ) ≥ exp(−γ∗)
K exp(γ∗)

=
1

K
exp(−2γ∗) = δ∗.

Similarly to [11], we also have that that if we pick any variable Xi and consider the new MRF given
by conditioning on a fixed assignment of Xi, then the value of γ∗ for the new MRF is non-increasing.

γ and δ appear in the proof of Theorem 4.6 in [11] as part of Lemma 3.1, Lemma 3.3, Lemma 4.1,
and Lemma 4.5. We now aruge, for each of these lemmas, that γ and δ can be replaced with γ∗ and
δ∗, respectively.

Lemma 3.1 in [11]. γ is used as part of the upper bound |Φ(R, I,Xi)| ≤ γ
(
D
r−1

)
, which is used

to conclude that the total amount wagered is at most γK
(
D
r−1

)
. The upper bound follows from the

derivation

|Φ(R, I,Xi)| =

∣∣∣∣∣
s∑
l=1

Cu,l,s
∑

i1<i2<...<il

1{i1...il}⊆Iθ
ui1...il(R,Xi1 , ..., Xil)

∣∣∣∣∣
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≤
(

D

r − 1

) ∣∣∣∣∣
s∑
l=1

∑
i1<i2<...<il

1{i1...il}⊆Iθ
ui1...il(R,Xi1 , ..., Xil)

∣∣∣∣∣
≤ γ

(
D

r − 1

)
.

By the definition of γ∗, the second inequality holds exactly the same with γ∗, so we also get that
|Φ(R, I,Xi)| ≤ γ∗

(
D
r−1

)
. Then, the total amount wagered is at most γ∗K

(
D
r−1

)
.

Lemma 3.3 in [11]. This lemma gives a lower bound of 4α2δr−1

r2re2γ on an expectation of interest. We
want to replace δ with δ∗ in the numerator and γ with γ∗ in the denominator.

For the numerator, δ comes from the lower bounds P(YJ\u = G) ≥ δr−1 and P(YJ\u = G′) ≥ δr−1.
Note that Y is identical in distribution to X , the vector of random variables of the MRF. Let S ⊆ [n],
i ∈ S, and let n∗(i) denote the set of neighbors of variable Xi. Then the lower bounds mentioned
above come from the following marginalization argument:

P(XS = xS) = P(Xi = xi|XS\i = xS\i)P(XS\i = xS\i)

=

( ∑
xn∗(i)\S

P(Xi = xi|Xn∗(i)∩S = xn∗(i)∩S , Xn∗(i)\S = xn∗(i)\S)

· P(Xn∗(i)\S = xn∗(i)\S |XS\i = xS\i)

)
P(XS\i = xS\i)

≥

( ∑
xn∗(i)\S

δ · P(Xn∗(i)\S = xn∗(i)\S |XS\i = xS\i)

)
P(XS\i = xS\i)

= δ · P(XS\i = xS\i).

By applying the bound recursively, we obtain P(XS = xS) ≥ δ|S|. Then, because |J \ u| ≤ r − 1,
we get the desired lower bound of δr−1. Note, however, that the inequality step in the derivation
above also holds for δ∗, as it only uses that P(Xu = R|XU ) ≥ δ∗. Therefore, we can use (δ∗)r−1 in
the numerator.

For the denominator, e2γ comes from the lower bounds EYu,R+EZu,B ≥ −2γ and EYu,B +EZu,R ≥ −2γ.
Recall that

EXu,R =

r∑
l=1

∑
i2<...<il

θui2...il(R,Xi2 , ..., Xil).

Then, by the definition of γ∗, these lower bounds also hold trivially with γ∗, so we can use e2γ∗ in
the denominator.

Lemma 4.1 in [11]. In this lemma, γ appears in an upper bound of γK
(
D
r−1

)
on the total amount

wagered. We showed in Lemma 3.1 that the total amount wagered is at most γ∗K
(
D
r−1

)
, so we can

use γ∗ instead of γ.

Lemma 4.5 in [11]. In this lemma, δ appears in the lower bound P(Xi1 = a∗1, ..., Xis = a∗s) ≥ δs,
which also holds with δ∗ instead of δ by the argument that P(XS = xs) ≥ (δ∗)|S| that we developed
in our description of Lemma 3.3.

Therefore, it is possible to reaplce γ with γ∗ and δ with δ∗ everywhere in the proof of Theorem 4.6
in [11], and implicitly also in all the proofs of the the algorithm in Section 3.

F.3 Example of RBM with large width

This section gives an example of an RBM with width linear in β∗ and exponential in d. The RBM
consists of a single latent variable connected to d observed variables. There are no external fields,
and all the interactions have the same value. Note that, in this case, each interaction is equal to β∗

d ,
where β∗ is the width of the RBM.

21



For this RBM, the MRF induced by the observed variables has a probability mass function

P(X = x) ∝ exp

(
ρ

(
β∗

d
(x1 + ...+ xd)

))
.

The analysis of γ for this MRF is based on the fact that, for large arguments, the function ρ is well
approximated by the absolute value function, for which the Fourier coefficients can be explicitly
calculated.

Lemma 36 gives a lower bound on the “width” corresponding to the Fourier coefficients of the
absolute value function applied to x1 + ... + xd. Then, Lemma 37 gives a lower bound on γ for
the RBM described above, in the case when β∗ ≥ d ln d. This lower bound is linear in β∗ and
exponential in d.
Lemma 36. Let g : {−1, 1}d → R with g(x) = |x1 + ...+ xd|. Let ĝ be the Fourrier coefficients of
g. Then, for d multiple of 4 plus 1, for all u ∈ [d],∑

S⊆[d]
u∈S

|ĝ(S)| ≥ 2(d−1)/2

2
√
d− 1

.

Proof. Note that, for x ∈ {−1, 1}d, we have

|x1 + ...+ xd| = Majd(x1, ..., xd) · (x1 + ...+ xd)

where Majd(x1, ..., xd) is the majority function, equal to 1 if more than half of the arguments are
1 and equal to −1 otherwise. Because d is odd, the definition is non-ambiguous. The Fourier
coefficients of Majd(x1, ..., xd) are known to be (see Chapter 5.3 in [22]):

M̂ajd(S) =

(−1)(|S|−1)/2 1
2d−1

(
d−1

(d−1)/2

) ( (d−1)/2
(|S|−1)/2)
( d−1
|S|−1)

if |S| odd

0 if |S| even

Let hi(x1, ..., xd) = Majd(x1, ..., xd) · xi. The Fourier coefficients ĥi are obtained from the Fourier
coefficients M̂ajd by observing the effect of the multiplication by xi: for a set S such that i ∈ S, we
get ĥi(S) = M̂ajd(S \ {i}), and for a set S such that i 6∈ S, we get ĥi(S) = M̂ajd(S ∪{i}). That is:

ĥi(S) =


(−1)(|S|−2)/2 1

2d−1

(
d−1

(d−1)/2

) ( (d−1)/2
(|S|−2)/2)
( d−1
|S|−2)

if |S| even and i ∈ S

(−1)(|S|)/2 1
2d−1

(
d−1

(d−1)/2

) ((d−1)/2
|S|/2 )
(d−1
|S| )

if |S| even and i 6∈ S

0 if |S| odd

Then ĝ is simply obtained as ĥ1 + ...+ ĥd. This gives:

ĝ(S) =

(−1)(|S|−2)/2 1
2d−1

(
d−1

(d−1)/2

)(
|S| · ( (d−1)/2

(|S|−2)/2)
( d−1
|S|−2)

− (d− |S|) · ((d−1)/2
|S|/2 )
(d−1
|S| )

)
if |S| even

0 if |S| odd

We will now develop a lower bound for ĝ(S) when |S| is even with |S| > 0. Using the fact that(
a
b

)
=
(
a
b+1

)
b+1
a−b , we have that when |S| is even with |S| > 0,(

(d−1)/2
(|S|−2)/2

)(
d−1
|S|−2

) =

(
(d−1)/2
|S|/2

)(
d−1
|S|
) · |S|/2

(d− |S|+ 1)/2
· d− |S|+ 1

|S| − 1
· d− |S|
|S|

=

(
(d−1)/2
|S|/2

)(
d−1
|S|
) · d− |S|

|S| − 1
.

Then, when |S| is even with |S| > 0,

ĝ(S) = (−1)(|S|−2)/2 1

2d−1

(
d− 1

(d− 1)/2

)((d−1)/2
|S|/2

)(
d−1
|S|
) (

|S|d− |S|
|S| − 1

− (d− |S|)
)

22



= (−1)(|S|−2)/2 1

2d−1

(
d− 1

(d− 1)/2

)((d−1)/2
|S|/2

)(
d−1
|S|
) d− |S|
|S| − 1

.

Consider the ratio |ĝ(S)|
|ĝ(S′)| for |S′| = |S| − 2:

|ĝ(S)|
|ĝ(S′)|

=
|S| − 1

d− |S|

d−|S|
|S|−1

d−|S|+2
|S|−3

=
|S| − 3

d− |S|+ 2
.

This ratio is greater than 1 for |S| > (d − 1)/2 + 3 and is less than 1 for |S| < (d − 1)/2 + 3.
Because we are only interested in |S| even, we see that the largest value of |S| for which the ratio is
less than 1 is (d− 1)/2 + 2. Hence, |ĝ(S)| is minimized at |S| = (d− 1)/2 + 2 when considering
|S| even with |S| > 0. (The calculation above is not valid for the case |S| = 2 and |S′| = 0; however,
it is easy to verify explicitly that in that case we have |ĝ(S)|

|ĝ(S′)| = 1
d ≤ 1, so the argument holds.)

It is easy to verify explicitly that at |S| = (d− 1)/2 + 2 we have

|ĝ(S)| = 1

2d−1

(
(d− 1)/2

(d− 1)/4

)
.

Then this is a lower bound on all |ĝ(S)| where |S| is even with |S| > 0. Then,

|ĝ(S)| ≥ 1

2d−1

(
(d− 1)/2

(d− 1)/4

)
(∗)
≥ 1

2d−1

2(d−1)/2

√
d− 1

=
1√

d− 1 · 2(d−1)/2

where in (*) we used the central binomial coefficient lower bound
(

2n
n

)
≥ 4n√

4n
.

Then, for any u ∈ [d], ∑
S⊆[d]
u∈S

|ĝ(S)| ≥ 2d−2 · 1√
d− 1 · 2(d−1)/2

=
2(d−1)/2

2
√
d− 1

where we used that the number of subsets S ⊆ [d] with u ∈ S and with |S| even is 2d−2.

Lemma 37. For any d ≥ 5 multiple of 4 plus 1 and β∗ ≥ d ln d, there exists an RBM of width β∗
with d observed variables and one latent variable such that, in the MRF of the observed variables,

γ ≥ β∗ · 2(d−1)/2

4d3/2
.

Proof. Let f(x) = ρ
(
β∗

d (x1 + ...+ xd)
)

. Then, for the RBM with one latent variable connected to

d observed variables through interactions of value β
d , we have that

P(X = x) ∝ exp(f(x)).

Note that this RBM has width β∗.

Let g(x) =
∣∣∣β∗d (x1 + ...+ xd)

∣∣∣. Then, if f̂ and ĝ are the Fourier coefficients corresponding to f and
g, respectively, we have

||f̂ − ĝ||22
(a)
=

1

2d

∑
x∈{−1,1}d

(f(x)− g(x))2

(b)

≤
(
ρ

(
β∗

d

)
− β∗

d

)2

=

(
log(eβ

∗/d(1 + e−2β∗/d))− β∗

d

)2

=
(

log(1 + e−2β∗/d)
)2
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(c)

≤ e−4β∗/d

where in (a) we used Praseval’s identity, in (b) we used that (ρ(y) − |y|)2 is largest when |y| is
smallest and that

∣∣∣β∗d (x1 + ...+ xd)
∣∣∣ ≥ β∗

d because d is odd, and in (c) we used that log(1 + x) ≤ x.
Then

||f̂ − ĝ||1 ≤ 2d/2||f̂ − ĝ||2 ≤ 2d/2e−2β∗/d.

Note that the Fourier coefficients of g(x) =
∣∣∣β∗d (x1 + ...+ xd)

∣∣∣ = β∗

d |x1 + ...+ xd| are β∗

d times
the Fourier coefficients of |x1 + ...+ xd|. Then, by applying Lemma 36, we have that

max
u∈[d]

∑
S⊆[d]
u∈S

|f̂(S)| ≥ max
u∈[d]

∑
S⊆[d]
u∈S

|ĝ(S)| − 2d/2e−2β∗/d ≥ β∗

d
· 2(d−1)/2

2
√
d
− 2d/2e−2β∗/d.

We solve for β∗ such that the second term is at most half the first term. After some manipulations, we
get that

2d/2e−2β∗/d ≤ 1

2

β∗

d
· 2(d−1)/2

2
√
d
⇐⇒ β∗ ≥ 5

4
d ln 2 +

3

4
d ln d− 1

2
d lnβ∗.

For d ≥ 5, it suffices to have β∗ ≥ d ln d. Hence, we obtain

max
u∈[d]

∑
S⊆[d]
u∈S

|f̂(S)| ≥ 1

2

β∗

d
· 2(d−1)/2

2
√
d

= β∗ · 2(d−1)/2

4d3/2
.
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